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ABSTRACT

Research on human behavior and the (non-)verbal interactions executed in these situations makes increasing use of intelligent systems, such as robot companions or smart environments. To allow for valuable and robust communication in these socially involved scenarios, systems executing human–robot interaction (HRI) are strongly tied to and dependent on the data and knowledge provided by the various sensors and software components of the system. This data ranges from low-level raw sensor data to higher-level domain-specific knowledge derived by components applying, for example, machine learning techniques. Additionally, these systems and environments are characteristically extensively heterogeneous and highly complex, yielding large amounts of data following different schemata at diverse granularities. State-of-the-art systems therefore often structure and store available knowledge using graph-based structures, which represent the domain-specific entities and their relations. This raises the question on how to provide access to the full range of data and domain-specific knowledge of the intelligent systems in a manageable and (ideally) supportive manner.

In this thesis I investigate the applicability of a Model-driven Software Engineering (MDSE) approach to assist behavior developers of intelligent systems and environments by supporting the information retrieval process. I analyze how extensive modeling of the domain can support the retrieval and query creation process already at query design time. Therefore, I examine questions on domain-specific language (DSL) design, semantics, and composition to identify what the necessary conceptualizations are for providing an extensible graph query language, which exploits the available model-based knowledge. I further describe my efforts implementing a vertical prototype which realizes a functional slice of the proposed system. Within a detailed evaluation, which tests the implementation on users in a real world application context, I analyze the viability and advantages of my approach compared to a baseline condition making use of state-of-the-art tools. I measure cognitive load of users, task solving duration, and additionally multiple usability metrics. The results show that in terms of usability, the presented vertical prototype does not reach the professional tooling of the baseline condition and is perceived as less usable by users when designing graph database queries (GDQs). However, once the users overcame the initial learning curve, they require less effort and are more effective when designing domain-specific GDQs using the implemented conceptualizations.
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NOTATION

MARGIN NOTES

○ Key point ☐ Definition

LANGUAGES AND CONCEPTS

The names of domain-specific languages and concepts of these are written in a non-proportional font, e.g. Relative Time. Concepts of languages are additionally written using medial capitals, e.g. DomainDescriptionGraph.

DENOTATIONAL SEMANTICS

The denotational semantics of element E of the abstract syntax of a language L is described by \([E]_L\). The natural association of any language construct to its denotational meaning (its natural identity) is accordingly expressed by \([E]_L\). Concrete syntax of the target language within the denotational semantics are written as green characters. We assume there exists a distinct empty element \(\epsilon\) with the following properties. Further, the operator \(\oplus_t\) is used for element concatenation into target semantic of type \(t\) such that for any given left expression \(L\), right expression \(R\), and empty element \(\epsilon\) the following holds:

\[
\begin{align*}
[L \oplus_t \epsilon]_L &= [L]_L \\
[\epsilon \oplus_t R]_L &= [R]_L \\
[L \oplus_t R]_L &= [L]_L \oplus_t [R]_L \\
[L \oplus_t \epsilon]_L &= [L]_L \oplus_t \epsilon \\
\end{align*}
\]

For example:

\[
[L \oplus_{\text{AND}} R]_{\text{Cypher}} = [L]_{\text{Cypher}} \text{ AND } [R]_{\text{Cypher}}
\]

ATTRIBUTION OF AUTHORSHIP

I will speak of myself using I in case of work originally done by myself alone. In case the results of a collaboration with others are presented, I will use we. The respective collaborators are indicated by the co-authors of the publication the results are based on.
Part I

RESEARCH TOPIC

Introduction to the research topic, the adjacent domains, and formulation of the research questions investigated in this thesis.
INTRODUCTION

“All sorts of things can happen when you’re open to new ideas and playing around with things.”

—Stephanie Kwolek
chemist who invented Kevlar and winner of the Lavoisier Medal for technical achievements

Research investigating humans, their behavior, and (non-)verbal interaction makes increasingly use of artificial intelligent systems such as robot companions or intelligent environments [Gar+07; Atk+00; FND03]. Any human–robot interaction (HRI) executed in these systems is strongly dependent on the data and knowledge available as to accomplishing valuable and robust communication [GS07]. It is thus imperative for software components orchestrating the interactive scenarios to have access to the relevant data and derived knowledge which is available in the system. However, these systems and environments are characteristically extensively heterogeneous and highly complex, yielding large amounts of data at diverse granularities [CD05]. This raises the question on how to provide access to the full range of low-level data to high-level domain-specific information of the intelligent systems in a manageable and (ideally) supportive manner.

The aforementioned shared systems incorporate the domains of intelligent/smart environments and embodied cognition in HRI into a joint environment. This combined environment houses both, an autonomous embodied robot (e.g. a companion robot) and an ubiquitous system (e.g. a smart home) operating together. A common shared space as such is referred to as the Embodied Interaction in Smart Environments (EISE) domain in which the systems jointly support humans in their daily lives [Hol+16a]. While a physically distributed system commonly only provides an overview on the complete environment, it lacks on the one hand sensors for searching tasks (e.g. finding misplaced keys in a smart home), on the other hand actuators for manipulation (e.g. picking up and handing over found keys) which are both necessary for rich embodied interactions with the environment. In contrast to this, embodied agents are often equipped with high quality local sensors required for navigation or pick-and-place tasks and can thus conduct a such a detailed local analysis.

The emergent behavior of these systems can be separated into low-level functionalities (e.g. autonomous navigation, object detection, or manipulation tasks) and high-level behavioral functionalities (e.g. cooperative task solving, verbal interaction, or other forms of HRI). To
realize higher level behaviors, such as increasingly complex HRI scenarios involving multimodal data sources and interaction partners, the available raw sensor data is commonly enriched yielding derived information and knowledge (e.g. via machine learning or sensor data fusion). Research objectives in these domains for example cover questions regarding the creation and design of robust interaction [Ric+16], recovering from weak or eventually broken interactions [CSW16], safe HRI and trust humans place into robots [BES19], or requirements towards software/hardware infrastructure and architecture [Wre+17]. The creation and execution of such complex HRI scenarios is thus a non-trivial task and poses an interdisciplinary challenge including other distinct domains such as linguistics and psychology. Only few researchers from these adjacent non-engineering domains have a computer science background or the accompanying programming expertise which is commonly necessary to program these extensive HRI behaviors for the above mentioned systems. In addition to this, the (non-)functional requirements towards systems in research settings strongly differ to requirements towards commercial products and projects. Researchers reside in a more volatile setting and the development process needs to be adapted accordingly. They are for example exposed to constant development and system training efforts, exploratory (re-implementation efforts, volatile software, exceedingly complex systems, or drastically changing systems and environments within short time spans.

In this thesis I attend the perspective of behavior developers who create complex system behaviors. I am concerned with topics regarding which data is actually relevant for natural interaction and how the developers can be supported in their efforts to create interaction behavior by exploiting available domain-specific knowledge. This involves in detail two perspectives:

1. **What data is relevant for interaction and how can it be abstracted?**

2. **How can behavior developers be supported in the process of interaction relevant data retrieval within complex interactive systems?**

The first perspective attends to the adjacent domain of graph-based knowledge representation. In recent years there is a rise of applications which represent the knowledge and information of the domain at hand in graph structures. Renowned examples for the application of graphs are a) trees in the Robot Operating System (ROS) coordinate transform library TF2 [Foo13], b) knowledge bases such as ontologies for the organization of task specific knowledge as ORO or KnowRob [TB13; Bee+18; Lem+10], or also c) the in recent years advancing use of Graph Database Management System (GDB) as a storage backend for relational knowledge [Neo07]. Their application often targets the use of graphs as modeling frameworks used to abstract and represent the real world. In contrast to structures in classic Database
Management System (DBMS), the graph structure inherently is concerned with connections between the nodes of the graph. This eases data retrieval as it provides sub-graph pattern matching, graph traversal functionalities, and specialized graph algorithms operating on the graph structure and consequently the structure of the data itself.

The second perspective is concerned with the software engineering side of interaction design and creation. Depending on the research goals and changing study system configurations, behavior developers adapt their programs requiring an extensive knowledge of low-level system properties (e.g. system architecture, data structures, or storage properties). Commonly they fall back on General Purpose Languages (GPLs) such as Java, Python, or C++ and the full set of generic language features to create the intended interactions in individual software components interconnected via the common middleware [ES12; Fer15; Fis+18]. These applications further increase complexity with respect to the system design and its usage. To be able to create optimal retrieval queries from the available data sources, behavior developers need to be aware where data is stored, what schema it follows, and how to access the data. Following a Model-driven Software Engineering (MDSE) approach is increasingly popular to manage similar (accidental) complexity of artificial systems [Rod15a]. The key idea is to provide domain-specific languages (DSLs) and tools to describe the real world and its details in a language close to the domain and known by its experts. As a result, the created formalizations such as meta-models allow its users to capture and model the domain, consequently reducing the semantic gap between original and actual implementation. Additional tooling can then provide the developers with analysis and model checking at the time of query composition. Helpful functionality emerges, such as static analysis, domain-specific code completion, or extensive debugging support. Additionally, the ability to generate code automatically based on the created user models positively impacts productivity, quality, validation, and verification [Fow10; Völ13a; vKV00; Com17].

In this thesis I combine these two perspectives with the goal to provide behavior developers with domain-specific support during information retrieval. Considering both perspectives, it becomes apparent that an extensible and unified query interface is required for the developers. As with the storage systems in the first perspective, state-of-the-art systems commonly rely on the DBMS accompanying query languages as the information retrieval interface – with various abstraction and expressive capabilities, for example Structured Query Language (SQL) or Prolog [Bee+18]. When put in the context of frequently adapting research settings, the creation of a domain-specific query language requires further special attention. Especially the application of a MDSE approach underlines the need for an extensible query language to avoid recurrent meta-model (and consequently user
model) changes. This aspect is thus managed twofold in this thesis: First, domain model modifications need to be possible, not only by the hand of a language engineer, but also by researchers themselves. The language compositions for this domain hence requires designs and mechanisms on the meta-model layer which enable domain model changes in the model space by the domain experts themselves. Second, the language composition needs to respect possible future and present extensions which are within the considered EISE domain. As such, extension points and language adaption opportunities needs to be realized to allow the addition of orthogonal or adjacent domain with manageable effort. Languages consequently need to realize appropriate differentiation and separation regarding language cohesion and coupling.

I present four contributions realizing this goal. First, I analyze the EISE domain and its stakeholders to finally derive a model of interaction relevant data. This model is the foundational abstraction of the domain knowledge and serves as the basis for the second contribution of this thesis: Implementation-independent conceptualizations describing a system, which realizes an extensible graph query language. This involves the identification of suitable languages and domain-specific extensions (e.g. temporal expansion or user domain data schemata) to provide model-based graph knowledge retrieval to behavior developers of the EISE domain. Third, I implement a vertical prototype integrated development environment (IDE) realizing the theoretical considerations as a proof-of-concept. Fourth and last, I evaluate this prototype in an extensive user study. The evaluation covers metrics such as the cognitive load and error rate during query design to analyze the impact of such a system and show benefits and potential limitations of the application.

1.1 Research Questions and Contribution

The overarching top-level goal of this thesis distills to:

*Provide DSL conceptualizations that support developers of HRI scenarios in the process of query design, execution, and maintenance of interaction relevant information. Follow a MDSE approach that incorporates an extensive empirical evaluation on a vertical prototype with a high level of evidence.*

In more detail, the individual research questions I investigate in this work are derived from the above mentioned challenges. These questions are:

RQ1 What are central elements and relations of interaction in the EISE domain and how can these be modeled such that commonly occurring questions can be answered?
RQ2 What is a suitable MDSE development process and what are the (non-)functional requirements, which allow to create an extensible query language?

RQ3 What are implementation-independent meta-models, semantics, and compositions strategies of DSLs, which provide a suitable approach to reach the identified requirements?

RQ4 How can the implementation-independent abstraction be realized? What are language pragmatics resulting in a working vertical prototype that provides the identified functionalities?

RQ5 Is an integrated graph data query support solution such as an IDE viable and does it provide an advantage to the usual workflow with state-of-the-art tools? How does it perform in terms of usability, complexity reduction and feature support?

1.2 Outline

This thesis is separated into six parts which investigate the above stated research questions. This initial Part I opens up this thesis and introduces the research topic as well as the involved domains. It motivates the application of a MDSE approach for supported query design in the EISE domain. Further, this introduction presents the five research questions which are investigated in the remainder of the thesis. Lastly, I explicitly comprise my contributions included in this thesis.

The second Part II summarizes the theoretical background for this work. These preliminaries are split into two sections which introduce the two adjacent domains presented in the afore named perspectives. The first domain of graph-based knowledge representation focuses on knowledge representation, storage, and retrieval using graphs structures. State-of-the-art graph-based knowledge storage systems are discussed in this section and available graph query languages (GQLs) and their characteristics are analyzed. The second part initially examines MDSE in artificial systems and the graph domain. Foundations of models, DSLs (including semantics, language composition, and language workbenches), and the MDSE process are presented. This part concludes in the presentation of the overarching iterative MDSE development process, which I applied during my research (RQ2). The six individual phases of the process are used to frame the presented work in the remaining sections.

The third Part III presents the initial two contributions of this thesis. First, a domain analysis of the EISE domain alongside the im-
plementation example of the *Cognitive Service Robotics Apartment as Ambient Host (CSRA)* project is described in Chapter 4. This analysis extracts the existing roles, responsibilities, and competency questions (knowledge queries) of the domain. The information is used to compose a model of interaction relevant knowledge in the *EISE* domain (*RQ*1). The second contribution in Chapter 5 presents the results of the application of the *MDSE* approach. Extracted requirements, corresponding languages, their composition, and *denotational semantics* are discussed implementation-independent and in-depth (*RQ*2 and *RQ*3). This part closes with a technology mapping which grounds these theoretical considerations into specific technical choices as used in the reference project.

Part IV describes the implementation of the concepts presented in the analysis phase. The central contribution is a vertical prototype developed using the *language workbench* MPS that realizes the abstract models (*RQ*4). Pragmatics of the language development are shown, especially how a domain description and temporal constraints are included into the graph query design process.

The prototype implementation is the basis for the evaluation presented in Part V. My contributions presented in this section amount to study design, execution, and result discussion (*RQ*5). I measure usability and application benefits via multiple metrics, as I consider the perspective of users to be highly relevant for model-based applications.

The last Part VI concludes this thesis by opening perspectives. I present possible future work extending the presented contributions, before closing with a brief discussion of the results of this work with respect to the initially stated research questions.
Part II

PRELIMINARIES

Theoretical background of graph-based knowledge representation and *Model-driven Software Engineering*. 
Graphs are a central component of interactive intelligent systems. Their conceptual abstractions provide properties which can successfully be used at different data processing layers of the system. Most prominently, graphs are often used as the foundation for abstractions, which create a reduced representation of the real world, for example, in state machines, markov models, or neural networks. Specialized algorithms on graphs such as shortest/longest path or cycle detection allow subsequently to exploit the graph structure of the stored data efficiently and intuitively. With an increased interest in graph data management in the last decade, graph-based data storage, query, and analysis tools have been developed. Also, the use in academic fields such as research on robotics or human–robot interaction (HRI) increased and graph databases are employed more frequently in experimental systems [Hoc+16; Fou+17; HRH16]. Further, graphs are a foundational element in the Model-driven Software Engineering (MDSE) process, for example, the abstract syntax tree (AST) of a model is represented using a graph structure. Thus, I investigate the application of Graph Database Management Systems (GDBs) over traditional Database Management Systems (DBMSs) for interaction relevant data in the domain of Embodied Interaction in Smart Environments (EISE). This chapter presents an introduction to graph-based knowledge representation and retrieval in interactive intelligent systems.

The remainder of this chapter is thus organized as follows. To contextualize the usage of graph-based knowledge within interactive intelligent systems I will firstly recap clear conceptualization of data, information, and knowledge via the data-information-knowledge-wisdom (DIKW) hierarchy. I map the elements of this hierarchy to common components of interactive artificial systems, showing the system’s connection between the DIKW concepts. In the then following Section 2.2, I give a concise introduction to graphs, their representations, and their role in the different layers of the DIKW hierarchy. The remaining sections define the requirements for successful information
and knowledge management in the context of interactive artificial systems. This includes an analysis of existing GDBs as well as suitable graph query languages (GQLs) for the application in interactive intelligent systems.

2.1 DATA, INFORMATION, AND KNOWLEDGE MODELING

The DIKW hierarchy represents a central abstraction for information management, information systems and knowledge management in general. With no clear origin of its first presentation, I follow the revisited analysis of the DIKW hierarchy as presented by Rowley [Row07]. The model pyramid is depicted in Figure 2.1 and shows the increasing structure, meaning, and transferability of its elements from bottom to top. In contrast to this gain in value, the size of the pyramid parts decrease from bottom to top reflecting the respectively available amount.

Within this hierarchy, data lies at the lowest level and is characterized by being discrete observations which are unprocessed collected signals. For an intelligent system, this layer transfers to the actual data recorded by the low level sensors of the system (e.g. camera images, microphone recordings, or laser scanner data).

The second layer on top of data represents information and is commonly defined as structured data [Row07]. This layer has been organized to give the data relevance for a specific context, thus enriching its value and relevance for a given application. Aggregating low level sensor data of an intelligent system this way can, for example, yield information such as spoken utterances, face detection, or even person percepts.

Knowledge is the third layer in the DIKW pyramid. Depending on the perspective (philosophical, biological or entirely technical), definitions vary strongly. However, a common key distinction is made between tacit knowledge and embedded knowledge. The former is embedded in the individual, whilst the latter is recorded, and in turn,
explicitly defined for sharing. More generally, information is a concept that is commonly described as being a reference to underlying data [Row07]. Further structuring of information and beliefs creates a synthesis over a certain time span. Knowledge is thus an expert opinion composed of information, experience understanding, and skills – either obtained from previous information (tacit) or previously dormant within the individual (embedded). The transfer of the concept of knowledge to intelligent systems can best be represented via large systems which contain system goals, semantic maps, or knowledge bases. A common goal of those systems is to rely on tacit knowledge, rather than embedding all required knowledge into a system at its creation time.

The top layer of wisdom is often omitted from the pyramid and as such it is rarely a clearly defined concept. Available definitions point out that wisdom is the highest level of abstraction, which can enable an entity to predict and provide a form of foresight [Row07]. Thus, wisdom can allow to transfer and apply concepts from one domain to previously unseen situations in different domains. Exhibiting generalizing viable wisdom in an artificial system remains the most difficult unsolved task, as it requires all lower tiers of the pyramid to be considered and available.

When viewed from the perspective of robotics and artificial intelligent systems, all layers of the DIKW have their own unique requirements for storage and retrieval of relevant information. Systems need to manage the high complexity, whilst providing solutions for low level drivers, the perception, abstraction, reasoning, and further behavior building upon these. The question on how to extract and provide perception data is considered solved in current state-of-the-art applications for artificial systems and robotic systems by the general utilization of event-based architectures [Qui+09; MFN06; WW11]. Systems using this architecture can cope with the heterogeneous hardware and software uses of the domain while still allowing a growing scale and scope. Developers separate the functionality to collect and provide data into individual software packages that communicate over the common middleware. This approach, in turn, breaks down the overall system complexity into small manageable chunks allowing the reuse of highly specialized software by other developers (e.g. in the Robot Operating System (ROS) eco-system). This facilitates rapid prototyping of hard- and software experiments (with helpful features such as debugging, collaboration support, monitoring/introspection) while allowing large-scale integrative robotics research. Higher layers of the DIKW are build on top into individual components of the underlying system. Information is extracted in these components and shared into the event-based architecture. Popular approaches incorporate, for example, knowledge bases (cf. Section 2.3 on page 17), which allow systems to infer new information over previous information of
The concepts, terminology, and structure of graphs suggest their application as a modeling framework for abstractions of the real world. In these cases, the graphs provide mechanisms to manage knowledge in a contextually appropriate form. The following (sub-)domains of artificial intelligent systems are, for example, well represented using graphs:

(a) (Finite-)state machines for system coordination or task execution [BC10; Lüt+11; SGK17],

(b) Ontologies, or knowledge graphs, used as a tool for the formal definition and representation of real world entities or knowledge [TB13; Bee+18; Lem+10],

(c) Machine learning (e.g. markov models or artificial neural networks) used to process complex data inputs in HRI and allow task execution, such as, image recognition, speaker identification, or gesture recognition [NLK12],

(d) Trees to appropriately represent domain-specific knowledge, for example, the transform library as a part of ROS, which is used for the representation of coordinate frames, their relations, and respective transformations [Foo13]

(e) Graphs to represent the structure of meta-models as used in the MDSE workflow (cf. Chapter 3 on page 29) [Rod15a]

The final example is of great importance to this thesis and the four-layered abstraction model in Figure 3.1 on page 31 shows an exemplary application, which makes heavy use of connected graphs featuring labels, properties, direction, and their overall structures to allow (meta)
modeling in the context of MDSE. In all cases graphs are used to represent or hold knowledge relevant to the overall system and/or (sub-)system parts and are of existential importance to their applications.

Claude [Cla66] initially presented the topic of graph theory and today numerous detailed introductions into graphs and graph theory exist in literature [Wil99; Wes01; Gro08]. As graphs are a central underlying concept for my work, I will briefly introduce (non-simple) graphs, a common notation used in the remaining thesis.

Fundamentally, a graph $G$ is represented by the ordered pair

$$G = (V, E)$$

consisting of a finite set of nodes (also called vertices)$^{1}$

$$V = V(G) = \{n_0, \ldots, n_m\}$$

and a finite set of edges $E(G)$ containing ordered pairs of elements of $V(G)$. An edge

$$E = E(G) = \{(n_x, n_y) \mid n_x, n_y \in V(G)\}$$

connects (or joins) the two nodes $n_x$ and $n_y$ and thus expresses the relationship between them. When using ordered pairs of elements within an edge, one can express directed edges between nodes of a graph, thus expressing source and target of the relationship. The graph is then called a directed graph or digraph opposed to the otherwise undirected graph.

A loop can exist within a graph which is an edge composed of an equal pair of nodes, i.e. connecting the node to itself:

$$e_{loop} = \{n_x, n_x\} \mid n_x \in V(G)$$

Further, a multidigraph refers to a graph which allows connecting any node with a directed edge to any other node. Edges of the same type can, as a result, connect the same nodes multiple times.

A graph $H$ is called a subgraph of a graph $G$ (i.e. $H \subseteq G$) if the set of nodes and edges of $H$ are a subset of the nodes and edges of $G$, that is

$$V(H) \subseteq V(G) \quad \text{and} \quad E(H) \subseteq E(G)$$

Alternatively to the previously mentioned connected graphs, disconnected graphs $G_A$ and $G_B$ can coexist and are defined by having no connection between any nodes. A common operation on connected graphs involves walks alongside its nodes and edges. A connection

$^{1}$ In the remainder of this thesis the words node and vertex, as well as edge and relationship are used interchangeably.
walk along a sequence of nodes $P = (n_0, \ldots, n_k)$ is also called a \textit{path} between two nodes. In the particular case that $n_0 = n_k$ the path is considered to be closed and called a \textit{cycle}. For example, paths play an important role in the context of tree structures, which in turn are connected graphs with only one path between each pair of nodes.

A further extension of graphs adds more descriptive aspects to its entities via labels and properties. Labeled graphs allow to attach different labels from a finite set $\text{Lab}$ to nodes and edges, while property graphs allow to assign multiple properties from finite sets $\text{Prop}$ and $\text{Const}$ to nodes and edges respectively.

$$G = (V, E, \rho, \lambda, \sigma)$$
$$V = \{v_0, \ldots, v_j\}$$
$$E = \{e_0, \ldots, e_k\}$$
$$\rho : E \rightarrow (V \times V)$$
$$\lambda : (V \cup E) \rightarrow 2^\text{Lab}$$
$$\sigma : (V \cup E) \times \text{Prop} \rightarrow \text{Val}$$

With $E$ being a finite set of edges, the function $\rho(e_x) = (v_a, v_b)$ consequently defines that $e_x$ is a directed edge from node $v_a$ to node $v_b$ in graph $G$.

To further allow the graph $G$ to represent labeled \textit{multidigraphs} (i.e. multiple directed edges between nodes with identical source, target, and label(s)), $\lambda$ projects onto a powerset of the finite set of labels $\text{Lab}$. These graph properties combined are referred to as a \textit{labeled property multidigraph} (in the following simply referred to as a graph) and can be represented by current state-of-the-art GDBs, such as Neo4j. There are more graphs properties with less importance to the application in this thesis which are not discussed in depth at this point; for further details I suggest reading common literature on graphs [Wil99; Wes01].

Recent research continues evolve graphs to support large-scale data management formally. For example, Shinavier and Wisnesky recently presented a formal lingua for algebraic property graphs and an exemplary implementation [SW19]. The authors define a \textit{labeled property multidigraph} similar to Equation (2.6) and also include a notion of graph schema as well as the concept of hypergraphs\footnote{Hypergraphs are a graph in which an edge can connect any number of nodes and in which edges are also vertexes that can be connected by further edges.}. Their description of graphs is a fundamental perspective and contains similar definitions as presented in this section.
### 2.3 Graph-Based Knowledge Management

The term knowledge management was first coined in 1974 by Henry and refers to the entire process of creating, sharing, storing, retrieving, and managing knowledge [Hen74]. This covers the processes of collecting and storing data, information, and knowledge in DBMS for increased accessibility. The classic relational model was introduced by Codd in 1970 proposing to represent data as sets of tuples (relations) alongside a suitable first-order predicate logic to describe queries (i.e. **Structured Query Language (SQL)**) [Cod70]. The relations are a collection of tables consisting of sets of rows and columns. Modifications on these tables are realized via relational operators for tabular manipulations.

Consequently, the underlying model imposes strong constraints on inserted data. The data model core advantage is its uniformity and as such, the problem domain is always mapped to this model [Mai83]. As a result, since its wide application no considerations were made whether or not the relational model is appropriate for a particular set of data or information. However, while the relational model is widely adopted and used, model shortcomings are increasingly documented [Ang12]. One central limitation is that data model with high coupling (i.e. the degree of interdependence between elements) often drastically impacts querying performance negatively [SF13]. Additionally, the relational model is not well suited for data containing uncertainty. Each row of a table is considered a true proposition in this model. Analytical processing, statistical data, and fundamentally changing data is thus not easily represented.

Similarly, the query language **SQL** [CB76] has been heavily criticized – especially in its early years by its author [Dat84; Dat87; Dat12; Atz+13]. The most common issues with **SQL** refer to its

- Lack of consistency (abstract and concrete syntax are inconsistent),
- Lack of compactness (large and growing language),
- Lack of orthogonality (hard to compose),
- Host language mismatch (low system cohesion; no integration with application languages and protocols).

As the relational model contains limitations that do not cover the requirements of current applications, alternative databases increased in popularity [Ang12]. **NoSQL** databases emerged which address the shortcomings by providing alternative data models and appropriate query languages. The most popular approaches provide models such as key-value stores, document stores, graph, triple stores, or multimodel stores. These databases exploit the structure of the data and
information to be stored, providing higher performance or accessibility for appropriate domains. Consequently, NoSQL databases and their performance and application suitability are researched intensively; multiple comparisons of NoSQL databases discuss the individual properties [TB11; MK14]. In the context of this work, GDBs and the suitable GQLs are analyzed in detail in the following sections.

2.3.1 NoSQL: Graph databases

GDBs are one of the widely adopted NoSQL storage types which employ a fundamentally different data model compared to the traditional relational model for knowledge storage. This type of storage utilizes a structured graph model with similar model definitions to the previously presented labeled property multigraph in Equation (2.6) on page 16. Besides the exploitation of data structure in the model, GDBs mitigate the aforementioned limitations of relational DBMSs by providing a (computationally) cheap traversal alongside the edges of the graph. The costs of edge traversal are in turn shifted to the insertion time and higher investments (e.g. via more complex statements) are necessary when inserting data into the GDB. With the importance of graphs for computer science and knowledge management, multiple GDB implementations are available addressing individual functional and non-functional requirements of developers and system users [Ang12]. They can be categorized into two categories: a) single-node platforms providing high efficiency with limited scalability (e.g. Neo4j, OrientDB), and b) large-scale distributed systems (including cloud solutions) with efficiency impacts due to distribution and overhead (e.g. AragonDB, Hadoop). Each implementation supports a wide range of different graph specific algorithms, including graph traversing, path (sub-graph pattern) finding, graph metric calculation, shortest path calculations, cluster detection, or graph similarity calculation. Table 2.1 on page 20 presents a condensed list of state-of-the-art graph databases and their core features and properties. In the following I compare the different implementations along the following categories to show their adequacy for my work to fit the previously introduced research question RQ4 (Section 1.1 on page 6) and the upcoming implementation requirements FR1, FR7, NFR1, NFR2, NFR5 (Section 5.1 on page 75):

1) Access (the application in research requires to consider source code access and potential licensing)

2) Specialization (the degree of language specialization opposed to generalization of the query language)

3) Query interface (users require an intuitive interface for effective query composition)
4) Ranking (overall popularity impacts the choice as further development and use of the query language benefits its usage)

5) Overall applicability (does the language provide all features necessary for the domain application).

With the application of the target GDB in public funded research, (source) access and licensing impact my GDB choice. Besides downsides such as vendor lock-in, reduced innovative approaches, and high complexity of corporate applications, factors such as the availability (especially for paid only licensing models), adaptability and overall mindset of closed source systems do not align with my research requirements. However, some companies offer a dual-license model, as for example the Neo Technology organization does for their GDB Neo4j. In this example, the community edition is open source and freely available, while enterprise edition primarily provides exclusive support and specialized features. Unfortunately, few GDB (i.e. Sparksee and GraphDB) invoke deal-breaking constraints on the community editions – such as upper limits of nodes or no parallel query execution – rendering them unusable for the application in my work.

Most of the databases provide implementations of specialized features for narrow domains and employ different graph database models that correspond to their intended application. These models include graph models tailored for spatial and geographical data (e.g. Oracle Spatial) and Resource Description Framework (RDF) triplestores (e.g. Apache Jena). Only three of the selected solutions use the detailed and for my work best suitable labeled property multidigraph (cf. Equation (2.6) on page 16) as their underlying graph model and the remaining examples use a multi-model approach that combines different models.

The RDF based databases (e.g. Apache Jena or AllegroGraph) primarily provide retrieval interfaces using (extended) SPARQL Protocol and RDF Query Language (SPARQL) or SQL query languages due to the underlying triple store model. The remaining databases use specialized query languages such as Cypher, Gremlin, AQL, or provide access via specialized APIs. GDBs with support for the query languages openCypher and Gremlin are a good fit for the application in the EISE domain as shown in Section 2.3.2 on page 22. These include the databases Neo4j, JanusGraph, and AnzoGraph from Table 2.1 on the next page. While Cypher was initially presented as a part of Neo4j in 2011, it is pushing for a broader adoption since 2015 via a full and open specification in the openCypher project. As a result, other platforms (recently) added suitable support, for example, AgensGraph, CAPS (Cypher for Apache Spark), Apache TinkerPop (via Cypher for Gremlin), Memgraph, RedisGraph, or SAP HANA Graph.
<table>
<thead>
<tr>
<th>Source</th>
<th>ID</th>
<th>Name</th>
<th>Graph Model Type</th>
<th>Impl. Language</th>
<th>Query Language</th>
<th>Ranking</th>
<th>ACID</th>
<th>License</th>
<th>Scalability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>1</td>
<td>Neo4j</td>
<td>property graph</td>
<td>Java</td>
<td>Cypher</td>
<td>1</td>
<td>✓</td>
<td>dual-license</td>
<td>✓([Dom+10])</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>OrientDB</td>
<td>multi-model</td>
<td>Java</td>
<td>SQL</td>
<td>3</td>
<td>✓</td>
<td>Apache License 2.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>JanusGraph</td>
<td>graph database</td>
<td>Java</td>
<td>Gremlin (TinkerPop)</td>
<td>7</td>
<td>✓</td>
<td>Apache License 2.0</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>AragonDB</td>
<td>multi-model</td>
<td>multiple</td>
<td>AQL</td>
<td>4</td>
<td>✓</td>
<td>dual-licensed</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Apache Jena</td>
<td>RDF triplestore</td>
<td>Java</td>
<td>SPARQL, OWL</td>
<td>&gt;30</td>
<td>✓</td>
<td>Apache License 2.0</td>
<td>-([Dom+10])</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Couchbase</td>
<td>multi-model</td>
<td>C, C++</td>
<td>N1QL</td>
<td>&gt;30</td>
<td>X</td>
<td>dual-license</td>
<td>-</td>
</tr>
<tr>
<td>Proprietary</td>
<td>7</td>
<td>Oracle Spatial</td>
<td>triplestore</td>
<td>Java</td>
<td>SQL &amp; schema func.</td>
<td>&gt;30</td>
<td>✓</td>
<td>closed</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>AllegroGraph</td>
<td>triple-/documentstore</td>
<td>CL</td>
<td>SPARQL</td>
<td>11</td>
<td>✓</td>
<td>closed</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>AnzoGraph</td>
<td>triplestore</td>
<td>C, C++</td>
<td>SPARQL; Cypher</td>
<td>22</td>
<td>✓</td>
<td>closed</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Sparksee</td>
<td>property graph</td>
<td>C++</td>
<td>API only</td>
<td>24</td>
<td>✓</td>
<td>Dual-licensed</td>
<td>✓([Dom+10])</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>GraphDB</td>
<td>triplestore</td>
<td>Java</td>
<td>SPARQL</td>
<td>10</td>
<td>✓</td>
<td>closed/dual</td>
<td>✓(P)</td>
</tr>
</tbody>
</table>

Table 2.1: Overview of existing graph databases, their properties, and the used query languages; Comments: *Ranking obtained from [sol19]°paid subscription required †open specification of openCypher exists [Neo15]°various backends usable (Cassandra, HBase, Bigtable, and others); backend impacts scalability §key/value, document, graph; AragonDB Query Language ¶various internal reasoners ‡document oriented; community edition without recent bug fixes with Apache 2.0 license; N1QL is a SQL extension targeting JSON data tailored to geographic and location; ACID compliance unclear 7no community edition; actual storage type not disclosed 8community version limited to 1 million nodes 9W3C compliant; free version: no more than two queries in parallel
Figure 2.2: Trends of GDB popularity as presented by [sol19].

The individual graph database rankings (cf. Figure 2.2) are obtained from DB-Engines Ranking [sol19] and while they do not reflect a formally complete analysis of actual usage of the databases, they allow to identify trends and serve as an indication for current usage statistics, which are rarely officially reported by the developers themselves. According to the authors, rankings represent a popularity score including (for a given DBMS) the number of mentions on websites, a Google Trends\(^3\) analysis, the frequency of technical discussions on common related support forums, mentions in job offers and profiles of professionals, and lastly relevance in social networks\(^4\). Within this GDB ranking the databases Neo4j, OrientDB, and AragonDB are placed amongst the top five candidates. The popularity and ranking of the Neo4j database has been consistently the highest among all graph databases since 2013. Within recent years cloud based alternatives (e.g. Microsoft Azure Cosmos DB or Amazon Neptune) have gained popularity, possibly due to the stronger adoption of NoSQL based databases within professional fields.

The overall applicability of GDBs to my work is a superset of individual properties of each platform; various features impact the applicability metric decision, including a) possible graph operations, b) supported graph size, c) storage and retrieval efficiency, d) horizontal scalability (i.e. cluster size), e) vertical scalability (i.e. number of cores), f) data ingestion time, g) indexing performance, and h) job execution time. Evaluating these metrics for the listed GDB is done with respect to the EISE application domain. In terms of scalability, Dominguez-Sal et al. conducted the HPC Scalable Graph Analysis Benchmark [Bad+09] which consists of multiple analysis techniques (via multiple kernels), which implement access to GDB [Dom+10].

\(^3\) [https://trends.google.com/trends/](https://trends.google.com/trends/)

\(^4\) See [https://db-engines.com/en/ranking_definition](https://db-engines.com/en/ranking_definition) for further details on the score calculation.
Their experimentation identified that for small graphs all tested databases are capable to achieve a reasonable performance, but only Neo4j and Sparksee were able to deal with the largest benchmark sizes and are thus considered the most efficient. Guo et al. also evaluate GDBs using multiple different experiments [Guo+14]. The authors measure basic performance via job execution time, which shows that there is no overall winner (with Hadoop being the worst performer in all cases) and the individual GDBs perform stable with maximal variances of 10%. Further scalability experiments show that an increase of computation cores can lead to regressing performance, especially for small graphs while normalized performance per computing unit generally decreases when scaling horizontally and vertically. The last metric of overhead evaluation exhibits diverse results across the GDBs, chosen algorithms, and graphs. There exist many more evaluations of graph databases available which compare platforms directly or investigate the difference between relational based DBMS and GDB [McC+14; Vic+10; Mpi+15; Lou+15; TB11]. However, with the fast development life-cycle many tools have often improved previous shortcomings and extended further support for previously missing features (e.g. user management within Neo4j).

Summarizing, I conclude that Neo4j is the optimal choice as a platform for the development of a model-driven query support environment. With a labeled property multidigraph as the underlying graph model, Neo4j provides free access to a popular and high-performance solution. Even though Neo4j has no native sharding support to battle potential horizontal scalability, this missing feature is of low importance, as the EISE use-case primarily requires a high efficiency solution rather than high horizontal scalability. Additionally, Neo4j uses Cypher as its main query interface, which further backs it as an optimal platform due to my decision to use Cypher as the underlying query language for my approach (cf. Section 2.3.2). This ensures that a potential transfer or extension to other GDB platforms which support the openCypher standardization will be possible with little to no overhead. Neo4j’s plug-in support also allows further customization of the overall database, query evaluation mechanisms, and the query access (including graph access via a Java Object Graph Mapping (OGM) interface).

2.3.2 Graph query languages

With possible applications of GDBs in various domains (e.g. biology, chemistry, machine learning, and robotics), the interest has strongly increased within the last decade showing their importance to many fields. With this development, appropriate query interfaces are required to facilitate data, knowledge, and information handling. These graph query languages (GQLs) are commonly external domain-specific...
languages (DSLs) for information retrieval. Existing languages such as SQL (used for relational DBMS) can not sufficiently provide access to data stored in graph models and is unable to make use of algorithms which exploit the graph properties. As a result, new language definitions and implementations emerged next to already well established GQLs, such as SPARQL, Prolog, XPath, or XQuery. These new languages provide support for efficient and easier access to data in extended graph models (such as the labeled property multidigraph, cf. Section 2.2) and further focus on individual (niche) domain requirements; examples are Cypher, Gremlin, GraphQL, G-Core, and PGQL.

All graph query languages share the conceptual core that they utilize either a) graph pattern matching and/or b) graph navigation as operations for graph querying [Ang+17]. The pattern matching method matches a user supplied subgraph pattern against the present graph in the GDB and returns all matches. The latter method alternatively navigates the topology of the graph and extracts suitable results based on the provided user query. Additionally, navigational queries allow users to check path existence or path lengths and hence directly exploit the graph model structure. In both cases, a query on a graph can return either constants (i.e. labels, types, properties, or values), nodes, relationships, individual paths, or entire (sub-)graphs. Further result augmentation, filtering and match restrictions are additionally possible by appending operations such as projection, union, optional, or difference.

At the same time, different semantics for query language execution are followed (either in the GQL or by the executing query engine). These are categorized into the following (sub-)types [Ang+17]:

a) Pattern matching
   - Homomorphism-based
   - Isomorphism-based
   - Simulation-based

a) Graph navigation
   - Arbitrary path
   - Shortest path
   - No-repeated-node
   - No-repeated-edge

Query designers thus need to precisely understand the underlying semantics of the different GQLs and execution engines to formulate correct and effective queries. One can easily overlook (sometimes subtle) differences in different semantical interpretations and thus construct valid queries with unintended behavior (e.g. duplicated or missing results).
MATCH (lisa:Person {name: 'Lisa'})-[[:Friend]->()-[[:Friend]->(fof)
WHERE fof.name = lisa.name
RETURN lisa.name, fof.name
Listing 2.1: Example of a simple Cypher query extracting the pair of names of persons who know each other via exactly two other friends and share the same name.

Discussions in the literature about graph query languages and their strengths and weaknesses are primarily informal and present the most prominent features of different languages [Mah17]. However, more in-depth discussion of this topic are gaining traction in recent years. Angles et al. recently composed a detailed survey on the foundational features of modern graph query languages with a focus on the importance of their formalization [Ang+17]. They focus their efforts on the three representative languages SPARQL, Cypher and Gremlin and address them along the three dimensions of 1) data models to encode data, 2) (sub) graph patterns search, and 3) navigational expressions for path matching. Similarly, Shinavier and Wishensky recently presented a detailed analysis of the graph model and include semantic descriptions of model transformations and query algorithms [SW19].

A GQL for my application domain needs to fulfill three requirements. The query language needs to provide both types of language querying – pattern matching and navigational querying. At the same time, behavior developers (cf. Section 4.2.2 on page 57) of the EISE domain who implement queries need to have an easy entry and a good grasp of the language capabilities. With most languages being GDB specific (cf. Table 2.1 on page 20), only few candidates remain which are transferable and support more than one storage back-end. Further, language customizations (via language internal keywords, functions, or operations) are ideal. More experienced developers can use these features to customize and extend their queries and reduce complexity. In the following, I describe Cypher, SPARQL, and Gremlin in greater detail alongside uncomplicated query examples as the representatives of the most appropriate GQLs and identify their applicability for my scenario.

2.3.2.1 Cypher

The Cypher graph query language [Fra+18; Neo11] has initially been introduced by the Neo4j, Inc. as a part of the graph database Neo4j [Neo07] and was extracted to its own project called openCypher in 2015 [Neo15]. Currently, Cypher within Neo4j is a specialization of the specification of openCypher, extending it with only few features with future plans to migrate to the pure openCypher specification. Cypher is a declarative GQL designed for graph data retrieval and storage whilst maintaining a high expressiveness and efficiency.
The language design is strongly inspired by the popular SQL (Structured Query Language) query language commonly used in relational DBMSs; Listing 2.1 on the facing page shows a query example matching a subgraph and filtering the results. This similarity to SQL shows in the clause syntax which is using a subgraph pattern matching clause (MATCH), a filtering clause (WHERE) and a final transformation clause (RETURN). Additional clauses exist for the creation, modification, and deletion of nodes, relationships, and properties. Cypher’s concrete syntax visually encodes nodes as circles with surrounding braces and relationships between them as boxes with directed arrows. Additionally, the properties of locally bound variables can be accessed via common dot notation. Build-in functions allow to execute common operations, such as ID() and TYPE() to obtain the node id and type respectively, COUNT() to count elements, or various mathematical operations\textsuperscript{5}. Cypher is based on the labeled property multidiograph model (cf. Section 2.2 on page 14) and its evaluation follows the isomorphism-based non-repeated edge semantics: the same edge is not mapped twice within a single match statement [Ang+17]. This property ensures for example that the query in Listing 2.1 on the facing page does match a circular graph between the same two nodes.

In summary, Cypher is a suitable candidate as the query language for queries towards the EISE domain. The language holds a) an intuitive interface close to existing query languages, b) allows to be extended and customized via user functions, c) uses the extensive labeled property multidiograph model with intuitive isomorphism-based non-repeated edge semantics, and d) the Neo4j back-end is a strong and scalable competitor pushing adoption further via the openCypher initiative.

\subsection{SPARQL}

The SPARQL has initially been standardized in 2008 by the World Wide Web Consortium (W3C) and is considered as a key semantic web technology [W3C08]. It is a declarative semantic triplet query language intended for the design of retrieval and storage queries of RDF formatted data [Hebo9]. The language supports query triplet patterns,\footnote{Refer to \url{https://neo4j.com/docs/cypher-refcard/current/} for the full reference of the current Cypher features shipped with Neo4j}
conjunctions, disjunctions, and optional patterns\textsuperscript{6} (cf. Listing 2.2 on the previous page for a simple SPARQL query example). The core clause syntax of SPARQL allows to locally bind external namespaces (PREFIX), a matching clause used to identify individual elements or graph patterns to be returned (SELECT), a filter clause holding the triplets representing the graph pattern to match (WHERE), and further optional elements to refine the query (e.g. UNION, CONSTRUCT, or ASK). It is a rich and expressive querying language allowing users to write complex and extensive queries. In contrast to the Cypher language, the semantics of SPARQL evaluation are homomorphism-based, matching of identical nodes within a graph needs to be manually avoided with appropriate filters [Ang+17].

The application of SPARQL within the EISE domain is a possible choice. The language provides extension mechanisms and is highly expressive. However, the expressiveness also implicates high costs of efficient query design. Further, the description of subgraphs in SPARQL via triple patterns is perceived as not as intuitive as in other languages such as Cypher [SW19]. The central backends with direct SPARQL support are RDF knowledge bases due to the underlying knowledge base structure, opening potential issues of transferability and user adoption.

2.3.2.3 Gremlin

Gremlin is a property graph query language introduced in 2016 and is a central element of the Apache TinkerPop\textsuperscript{3} graph framework [Rod15b] (cf. Listing 2.3 on the facing page). Unlike Cypher and SPARQL, it does not draw inspiration from SQL, but rather functional query languages, such as XPath [RDS17]. As a result, Gremlin is also a functional language that focuses on navigational over pattern matching based queries. However, it is still possible to define subgraphs for matching queries using declarative queries. Gremlin evaluation follows the homomorphism based bag semantics [Ang+17]. With the functional language design, Gremlin decisively differentiates as it is an embedded language in any host language, which supports function composition and nesting. This results in queries being written alongside the application code and thus tightly integrated into the application logic. The exemplary Gremlin query shown in Listing 2.3 on the next page operates on G.V() which provides the set of all nodes (called vertexes within Gremlin) in the graph. Instead of individual clauses as implemented in Cypher and SPARQL, queries in the Gremlin language traverses the graph by chaining individual functions (hasLabel() to match nodes, out() to follow relations). Result filtering happens along this traversal via corresponding functions

\textsuperscript{6} Refer to https://www.w3.org/TR/2006/WD-rdf-sparql-query-20061004/ and https://www.w3.org/TR/rdf-sparql-query/ for a full list of features in SPARQL.
G.V().hasLabel("Person").has("name","Lisa")
  .out("friend").hasLabel("Friend")
  .out("friend").hasLabel("Friend").has("name","Lisa")
  .values("name","email")

Listing 2.3: Example of a simple Gremlin query extracting a traversal over three nodes extracting the name and email address of persons.

(.has()). Possible results are iterable traversals, nodes, paths or extractions from the graph (.values()).

With no inspiration from popular languages such as SQL, the Gremlin language requires users to get to know the language’s traversal based approach in depth to effectively formulate queries. The tight integration of queries in application code further results in difficulties for code generation within MDSE approaches. Gremlin is primarily used within JanusGraph and all current efforts to standardize graph query languages do not include any functional query language [ISO19]. Its transferability is consequently unclear and an application for the EISE domain thus not ideal.

2.3.2.4 Other

Besides Cypher, two other state-of-the-art property graph query languages exist, namely the research language proposal G-CORE and the Property Graph Query Language (PGQL). While PGQL is bundled and bound to the Oracle Spatial and Graph database, G-CORE represents a research language proposal. With largely overlapping feature sets in these three languages, the GQL Manifesto has been established to call for a fuse of these three languages into comprehensive query language for graph data called “GQL”, to fill a role similar as SQL in the context of relational databases [Neo19]. The applicability of each of these language for my work is thus similar and decided based on their interoperability with graph storages. Only recently the call for a unified graph query language is gaining further traction. The ISO/IEC’s Joint Technical Committee decided to work on a unified Graph Query Language (GQL) [ISO19]. Cypher is the core inspiration for the new developments but also other languages proposed in the GQL Manifesto influence the upcoming development.

Besides these generalizing query languages for (property) graphs, query languages for niche applications and highly specialized languages are available, for example, GraphQL, N1QL, or AQL. While N1QL and AQL are domain-specific specializations of existing languages, GraphQL provides a conceptual framework as an alternative to REST frameworks [Fac16; HP18]. It is an open-source data manipu-
2.4 SUMMARY

This chapter presents the context of graph-based knowledge representation alongside the DIKW pyramid model. With such a prominent role of graph structures I present the **labeled property multigraph** model which is the most versatile data representation model. It allows to represent graphs with nodes and relationships which both hold multiple labels, properties, and values. Additionally, the graph is a directed graph that can represent multiple relationships of the same type between individual nodes. The increased adoption of NoSQL databases also shows an increased use of GDBs. Consequently, I present an introduction and analysis of available GDBs and GQLs. The analysis shows that the usage of Neo4j as a GDB in combination with Cypher provides a viable technology foundation to implement upon. Neo4j is a popular GDB choice which scales appropriately and allows for unrestricted free access. Cypher provides pattern based matching and path queries while providing high language familiarity due to its closeness to SQL. Additionally, the non-repeated edge bag semantics reduce the query design complexity further. With the openCypher initiative and recent standardization efforts, the language also prospectively will be able to provide maximal storage independence [Neo19; ISO19].

---

9 With only experimental support in GDBs, for example within Neo4j: [https://neo4j.com/developer/graphql/](https://neo4j.com/developer/graphql/)
“When I first started using the phrase software engineering, it was considered to be quite amusing. They used to kid me about my radical ideas. Software eventually and necessarily gained the same respect as any other discipline.”

—Margaret Hamilton
Mathematician and Pioneering Computer Scientist, co-authored the notion of software engineering

As I apply a Model-driven Software Engineering (MDSE) approach in this work, this chapter provides an overview to the relevant fundamental concepts by introducing general definitions of core keywords as a common ground. Within the relevant subdomains there exist numerous interpretations of the relevant definitions and their application in a MDSE approach [Völ+13; Rod15a]. I will summarize these points of views and present their usage in relevant recent literature of the individual (sub-)domains. Lastly, based on these foundations, Section 3.3 on page 44 presents the development process applied in this thesis to develop a model-driven graph query interface for interactive smart environments.

3.1 FOUNDATIONS AND INTRODUCTION

3.1.1 Models and transformations

At the core of MDSE (also called Model-driven Engineering (MDE)) stands the task of abstraction from a certain domain and its entities by creating a models. According to Bezivin and Gerbe [BG01] a model is defined as follows:

A model is a simplification of a system built with an intended goal in mind [...]. The model should be able to answer questions in place of the actual system. The answers provided by the model should be the same as those given by the system itself, on the condition that questions are within the domain defined by the general goal of the system. [BG01, p. 2]

Similarly, Combemale [Com17] define the term model as follows:

A model is an abstraction of an aspect of reality (as-is or to-be) that is built for a given purpose. [Com17, p. 5]
Thus, a *model* is an abstraction of a system and gains its usefulness from being easier to use than the original, which is visualized in Figure 3.1 on the next page, where layer $M_0$ represents the real-world system and layer $M_1$ represents the *model* of this system [Omg08]. While this definition of a *model* considers the corresponding core concepts (i.e., a targeted simplification of a system allowing to answer questions towards the system itself), it is rather broad and allows for a wide interpretation of what can be a *model*. More recently, Rodrigues da Silva [Rod15a] summarizes the definition of a *model* as:

[A] model [is] a system that helps to define and to give answers of the system under study without the need to consider it directly. [Rod15a, p. 141]

However, a more concise definition (and more relevant for *MDSE*) is given by Kleppe et al. [KWB03]:

A model is a description of a (part of) systems written in a well-defined language. A well-defined language is a language with well-defined form (syntax), and meaning (semantics), which is suitable for automated interpretation by a computer [KWB03, p. 52]

This definition includes languages – along with the important property of being well-defined (i.e., in the mathematical sense to be unique and unambiguous to allow automated interpretation) – with both of their central parts: the syntax, referred to as the *concrete syntax*, and most importantly the semantics, referred to as the *abstract syntax*. This definition of a *model* thus describes *prescriptive models* (i.e., more rigorous formal, complete, and consistent), rather than solely *descriptive models* [Völ13a]. In the context of software engineering this difference is key, because this enables one to use a defined *model* and transform it as required within the same medium (i.e., a digital representation of the system). Depending on anticipated final target *artifacts*, an example result can be generated *General Purpose Language* (GPL) source code to be executed in production.

Re-applying the step of modeling to modeling itself results in the corresponding *meta-model* (see Figure 3.1 on the facing page, layer $M_1$), which is composed of the concepts required to write down the *model* itself. *Meta-models* in the $M_2$ layer are thus the languages created in the *MDSE* process with the goal to be used by the domain experts in the $M_1$ layer to model the real-world system. In my work I will focus on the layers $M_0$ to $M_2$, but for completeness it is important to note that re-applying the modeling step again on the $M_2$ layer provides one with a *meta-meta-model* ($M_3$) which describes the concepts required to write down a *meta-model*. As a result, the real-world system is an instance of a *model* which conforms to the *meta-model* which in turn conforms to the meta-meta-model.
3.1.2 Domain-specific languages

The previously mentioned language – a central element of MDSE – is referred to as a domain-specific language (DSL). Van Deursen et al. define DSLs as:

A domain-specific language is a programming language or executable specification language that offers, through appropriate notations and abstractions, expressive power focused on, and usually restricted to, a particular problem domain. [vKVoo, p. 1]

More recently and prominently Fowler defined:

domain-specific language (noun): a computer programming language of limited expressiveness focused on a particular domain. [Fow10, p. 33]

The following sections describe DSLs and their effect in further detail.
3.1.2.1 Benefits and challenges of DSLs

With the reduced expressiveness of a new language, DSLs offer a wide range of benefits [vKVoo; Völ13a]. Most importantly, the expression of a given problem at the level of abstraction of the problem domain is a strong argument. This has a positive impact on software production and will increase productivity, as problems are expressed and solved quicker with the actual language of the domain. To identify and realize these concepts in a new language, direct involvement of domain experts is necessary and – in turn – will assist the communication about the problem and domain between the involved parties. For each language concept individual (provably) correct artifacts can be generated which allows to proof the overall correctness and thus increase the product quality. This generation step can also individually be changed or extended to any given target platform, ensuring reuse and portability. With the model knowledge about concepts and relationships of the domain, the corresponding validation and verification of models becomes available. This feature increases the testability as it allows for validation and verification of user inputs at model design time, rather than at later stages of the development (e.g. at compile time). Potential input errors are avoided which increases the reliability of the product. With models specifically describing their domain, their maintenance and evolution is straight forward and thus reliability, maintainability, and data longevity increases.

The use of a DSL also comes with challenges, which developers need to overcome [vKVoo; Völ13a]. MDSE processes require the necessary language engineering skills to reach high quality DSLs and results in at first increased development costs (i.e. higher effort for design and implementation). The target users of DSLs are also required to understand and effectively use the created languages, which can be mitigated by involving them early in the development cycle. This involvement can help to also reduce the difficulty of outweighing the ideal level of specificness and keeping a balanced DSL scope. Further, the integration into other tools needs to be addressed to avoid the general danger of (tool) lock-in. Thus, current research attends reusable language (domain-specific) building blocks for common DSL tools as well as language modularization [Wig+17; Völ18]. Lastly, a specific issue is described by Völter called the “DSL Hell” [Völ13a, p. 44], which describes the issue of re-implementation and development of unfinished languages instead of using existing compatible, well engineered and extendable languages.

3.1.2.2 DSL variants

DSLs can be divided into two different variants [Völ13a; FB00].

First, internal (or embedded) DSLs are written within the language which they are intended to be used with/in. In this case, the host
language itself is transformed and extended into a **DSL**. As a result, the full feature set of the host language (often also called the base language) is available to the language creator and (if wanted) to the language end-user. However, this can also impose limitations on the internal **DSL** as any reduced expressiveness of the host language will also be present in the final language. With the overall goal of **DSLs** in mind – to reduce the expressiveness for the target audience of domain experts – language creators thus must reduce available features so that there are unique ways to express problems of the domain at hand. This is especially difficult as the host language is not necessarily designed to be used for an embedded **DSL**. Without appropriate abstraction, non-programmers will potentially struggle to use a finished language if they do lack basic knowledge of the host language itself. Prominent examples for this approach are often created within functional programming languages (e.g. Lisp).

Second, external **DSLs** are written in a different language than the targeted host language. This removes the burdens that come with an internal host language (e.g. the host syntax, or features) and allows to define any free form for the target **DSL**. External **DSLs** thus lack a link into the target language; this mapping must consequently be defined by the language designer. Further, tools and features that commonly are provided for host languages and are considered the bare minimum for a language (e.g. an editor, compiler, or fully featured integrated development environment (IDE)) have to be created and provided for external **DSLs**. This requires the language developer to find appropriate abstractions and limits for their external **DSL**. Lastly, a new external language needs to be transformed into the target language with the help of defined model-to-model (**M2M**) and/or model-to-text (**M2T**) generators.

Summed up, from the perspective of the language end-user external languages mitigate issues internal languages often struggle with. But in turn the **DSL** creator will have a more demanding task as detailed care of has to be put into language design.

### 3.1.2.3 **DSL semantics**

Next to the abstract syntax and the concrete syntax, it is necessary to describe the behavior of a **DSL** – the language **semantics** [Com17; Hen90; NN91]. The syntax is initially defined either by using a minimized notation representation such as Extended Backus–Naur Form (**EBNF**) or by graphical representations such as meta-models. While the syntax describes the valid and allowed from of expressions within a language, the semantics are concerned with the effects of the evaluation of correct expressions [HR00]. The semantics fulfill the three roles of 1) a basis to prove the semantical correctness of a language, 2) a machine- and compiler-independent standard, and 3) a formal way to ensure that implementation are correct and conform to the concepts created
by the language designers. There are two distinct types of semantics for programming languages [Com17; Hen90; NN91]: a) operational semantics, and b) denotational semantics.

Operational semantics provide logical statements which serve to prove a language’s execution and procedures. Common categories among the operational semantics are a) concrete operational semantics: This practical approach calculates the values of expressions of the language via a compiler or interpreter for the language. It requires a full implementation of the behavior that represents the language semantics and can be used to obtain the meaning of any given expression. b) small-step semantics or evaluation semantics: Language developers create formal axiomatizations of the intentions of expression evaluation. The individual inductive definitions are the resulting formalization which can lead to large sets of non-trivial axioms. c) big-step semantics or computation semantics: Result oriented semantics that show the consequence and overall results of an expression.

The denotational semantics in essence use mathematics for semantical descriptions to represent the interpretation of the language behavior. Thus the denotational semantics provide the space of meanings for all language expressions and association between symbols and actual functions. This type of semantics allows to provide concise descriptions and defines a semantical mapping \( M \) from sets of languages \( L \) to the semantic domain \( S \), i.e. \( M : L \rightarrow S \). The denotational semantics \( \llbracket \cdot \rrbracket_L \) of a language \( L \) (written as \( \llbracket \cdot \rrbracket_L \)) thus describes its behavior by formalizing the meanings as mathematical constructs. This description is independent of the concrete syntax and provides a precise description of the individual language actions.

Semantics of DSLs in research literature are given mostly informal in the accompanying text – if provided at all. However, distinct denotations are required for the soundness of languages and unambiguously transport language semantics to users. Given a) the available freedom in their definition, b) the conciseness of the definitions, and c) the common understanding of definitions, Denotational semantics are the ideal application for describing language behavior in the scope of this thesis. For most languages of distinct domains (e.g. graph query languages (GQLs) as Cypher) the language semantics are well understood and documented extensively and thus omitted in this thesis. However, language combinations in this thesis (especially orthogonal language composition) are not intuitively defined and I thus provide their denotational semantics, following the notations as presented by Hennessy [Hen90; Com17]. In this thesis, I use the Cypher query language and its concrete syntax as the running example for GQL reduction. Cypher semantics are already described in detail and provide a graspable representation foundation for seman-

\[1\] The semantics are often not described formally but as a mixture of concrete syntax, abstract syntax, use-cases, implementations, and usage examples.
tic clarifications\textsuperscript{2}. The identity semantics $\llbracket Q \rrbracket_I$ of a given query $Q$ are thus assumed to evaluate to Cypher semantics $\llbracket Q \rrbracket_C$ as follows.

\begin{align*}
\llbracket Q \rrbracket &= \llbracket Q \rrbracket_I \\
\llbracket Q \rrbracket_I &= \llbracket Q \rrbracket_C
\end{align*}

\subsection*{3.1.2.4 Language composition}

Language composition and suitable modularization has been identified as a central necessity for DSL development [Völ13a; Com17; Pic10; Erd+13; VP12; ŠvV18]. Multiple of the previously named advantages of DSLs – such as reuse, or extendability – require successful language dependency organization. In a recent literature survey by Méndez-Acuña et al. the authors additionally emphasize the importance of language modularization to reach acceptable separability [Mén+16]. They recommend to practice “Language Product Lines Engineering”, i.e. software product lines where the products are DSLs. Language features join the sets of language constructs to represent a functionality, which is provided by a DSL. Varying combinations of these features then can allow to produce a target DSL.

In detail, Völter categorizes five central types of modularization and composition approaches (compare Figure 3.2 [Völ13b]):

\textbf{REFERENCE} This composition strategy allows to reference elements of a language $L_B$ within another language $L_A$. A direct dependency is established between the two languages when at least one concept $C_{A_1}$ from $L_A$ references another concept $C_{B_1}$ of $L_B$. However, the resulting fragments $F_A$ and $F_B$ of either language stay homogeneous as the reference is also represented in the fragments. Fragments are thus not combined. $L_A$ consequently cannot be used without $L_B$.

\textbf{EXTENSION} An extending composition allows the combination of concepts from different languages, for example to extend an existing language with additional features. The depicted example in Figure 3.2 on the next page shows a language $L_A$ extending language $L_B$ by providing $C_{A_3}$ which is a specialization of the existing concept $C_{B_3}$. Concept $C_{A_3}$ can thus be used as a child of $C_{B_4}$ (additionally to $C_{B_3}$) and in turn provide (as shown in this example) an additional child $C_{A_4}$ to a fragment abstract syntax tree (AST). This mix of concepts allows heterogeneous fragments while creating a direct dependency ($L_A$ depends on $L_B$).

\textbf{REUSE} The reuse composition allows to create homogeneous fragments while at the same time maintaining independent languages. To realize this independence between languages $L_A$ and

\textsuperscript{2} Refer to https://neo4j.com/docs/cypher-refcard/current/ for a short summary.
L_B in the shown example, an adapter language L_{AB_R} is introduced. On the one hand, concept C_{AB_5} of adapter language L_{AB_R} specializes C_{B_5} and on the other hand, C_{AB_5} also references C_{A_5}. As a result, only language L_{AB_R} has a dependency to other languages while the languages L_A and L_B remain independent. This technique is very useful for DSLs which cover generic domains with high potential of reuse (e.g. a time domain). However, great care needs to be taken when creating reusable languages so that explicit hooks and adaption points are made available for later reuse.

**Embedding** The embed composition is very similar to a reuse composition. Again, an adapter language L_{AB_E} is added which takes the role of holding the dependency to the involved languages L_A and L_B. These languages thus stay independent from each other. Fragments of embedding languages are, however, heterogeneous as this composition allows to mix the involved languages together. To realize this behavior, concept C_{AB_7} of the adapter language L_{AB_E} specializes C_{B_5} (similar to reuse). Additionally, instead of just a reference, concept C_{AB_7} contains\(^3\) instances of C_{A_7} (i.e. has C_{A_7} as a child). This composition strategy is especially useful when syntactically composing otherwise independent languages.

---

\(^3\) The Unified Modeling Language (UML) notation defines this relation type as compose, but to to avoid an ambiguous usage in this section, it is referred to as contain
ORTHOGONAL COMPOSITION Orthogonal language composition is alternatively also referred to as language annotation. This composition mechanism allows to attach concepts of one language to the model AST of another language without affecting any functionality of the target language. All following work on the model ignores these annotations unless they are explicitly supported by the language using the modified AST. Fragments are consequently heterogeneous (similar to extension), but the languages themselves stay independent as they are not aware of the attachment. Further no adapter language needs to be defined to handle the connection between languages. In this case, the combination of languages (being the attaching of fragments to other fragments) is a feature which the language workbench must explicitly support. While it is not a composition strategy in the classical sense as the others depicted in Figure 3.2 on the facing page, it allows for very clean combination of languages of different (orthogonal) domains, without introducing additional dependencies.

Similarly to Völter, Erdweg et al. also summarize comparable types of composition into the five categories of [EGR12]: a) language extension, b) language restriction, c) language unification (i.e. adapter languages), d) self-extension (i.e. embedding), and e) extension composition (i.e. incremental extension).

For example, the application of suitable composition is especially important in the context of cognitive systems and robotics research. Wigand et al. proposed an approach that contains a focus on language composition and generation for component-based robotics systems [Wig+17]. Their goal is to support extensibility and refinement of the system and split the language modules into three orthogonal dimensions: hardware platform, software platform, and capability. As a result, they successfully implemented a quad-arm object manipulation scenario on a simulated robot setup and on real robot hardware.

Look et al. presented their approach of black-box integration of heterogeneous languages in the context of cyber-physical systems [Loo+14]. Similarly to the abstract presentation by Völter, they base their approach on the three composition mechanisms provided by their language workbench MontiCore (a framework for the development of domain-specific languages with special consideration of language composition [KRV10]): a) aggregation, b) embedding, and c) inheritance. Unfortunately, the authors do not include language composition information or detailed meta-model diagrams. Also an evaluation or application to a real-world scenario would be beneficial to validate the approach.

Also using the MontiCore workbench, Butting et al. recently presented an approach for systematic composition of independent language features [But+19]. They use grammar-based language syntax
modules to separate concerns of language life cycle participants. Languages are decomposed into “composable language components” by the authors to realize automated language derivation. The authors argue that this step increases reuse of abstract syntax and tooling as the decomposition decouples language development and composition. The language composition is hence based on developer defined grammar and rules.

Another example closely related to this thesis, is the robot knowledge query DSL by Balint-Benczedi et al. [Bal+17]. The authors provide a language which is part of KnowRob’s perceptual episodic memory storage and retrieval system. The presented language is an internal DSL created via a grammar definitions and serves the purpose of a description language of the stored information. Their language description, however, does not contain any language composition information or other language design details.

3.1.2.5 Language workbenches

There exist numerous tools that assist language developers and facilitate the design and usage of DSLs. These so called language workbenches [Fow05] “alter the relationship between editing and compiling the program. Essentially they shift from editing text files to editing the abstract representation of the program” [Fow05, p. 12]. They provide an integrated language development environment providing the tools to edit different language aspects (e.g. concrete syntax, abstract syntax, or semantics), as well as the language pragmatics [Rod15a] (i.e. the practical concerns of a language, such as its application in the real-world). Language workbenches vary in the set of provided features and design approaches and are hence analyzed and evaluated with respect to features and completeness [Erd+15]. This section introduces an overview of state-of-the-art tools providing language workbenches features along with their advantages and challenges.

Xtext

Xtext [Ecl] is an Eclipse-based open-source software framework which provides the means to develop DSLs (c.f. Figure 3.3 on the next page). Development of Xtext takes place within the Eclipse Modeling Framework (EMF) and provides Ecore as the central (meta-)model, which in turn implements the OMG’s MOF shown in Figure 3.1 on page 31. Xtext is based on a notation close to EBNF and the framework provides features for meta modeling, constraint checking, code generation and M2M generation [EV06]. The AST model is derived (parsed) from the textual syntax and can support multiple concrete syntaxes by manually defining additional representations once the textual syntax was parsed. The internal project structure within Eclipse is used for Xtext languages and individual parts of the language is separated into individual projects.
Developers can use the general-purpose high-level programming language Xtend as the common grounding language, which is implemented using the Xtext framework. The implementation aims to provide a less verbose language which is syntactically close to Java while maintaining maximum compatibility. The core usage of Xtext requires language developers to also use other plug-ins provided by the openArchitectureWare project, which in turn is a part of the Eclipse Generative Modeling Technologies project. Consequently, the integration of all parts and plug-ins required for effective domain modeling with Xtext is not a seamless experience which can in turn also impact the language end users.

JetBrains Meta Programming System (MPS) is an open-source tool developed by JetBrains. It facilitates the creation of external DSLs and in contrast to most other parser based language workbenches, MPS provides a projectional editing environment. The language concrete
Figure 3.4: Exemplary screen shot of a running MPS instance. The shown math language is embedded into the provided Java base language and allows seamless editing of Java code and common math constructs.

Syntax is therefore separated from the abstract syntax and thus the AST, consequently removing the need of limited language parsing \cite{VP12}. As a result, the information of a model can be displayed in different formats such as textual, tables or within other custom graphical representations.

Language definition in MPS is separated into nine different language aspects for each language concept: structure, editor, actions, constraints, behavior, typesystem, intentions, dataflow, and generator. These individual aspects represent the central elements required for the definition of a DSL. The structure models the abstract syntax; the editor model the concrete syntax; action and behavior aspects model a concepts behavior; constraints, typesystem, and dataflow model various restrictions of the concepts; and lastly the generator models the necessary M2M and M2T transformations via a template engine, which are required for artifact generation. Each aspect can be individually changed for each concept to implement the necessary language features.
Further, MPS also includes numerous user-facing features which modern IDEs provide, for example, syntax highlighting, code completion, error checking, or runtime debugging [Völ13b]. This also includes extensive language modularization capabilities facilitating language composition for language combination, extension, reuse, embedding, and orthogonal language composition. With extendability, maintainability, and low coupling as goals, these features are essential for large MDSE projects.

Unlike the previously presented Xtext, JetBrains provides core concepts and a base language which serve the purpose of providing foundational and extendable concepts. The MPS base language is referred to as the Java Base Language and implements the complete Java API as DSL constructs. This language overcomes the lack of a link into a target language with which external DSLs often struggle with. As a result, this allows easy integration of other languages within Java programming code, as shown in Figure 3.4 on the preceding page. In this example math language concepts are directly embedded and accessible within Java code statements. The math language generator defines the M2M transformations required to transform its concepts into base language concepts, which are then generated in a later generation step into valid Java statements using the M2T generators of the base language.

**ANTLR**

ANTLR is a tool used to create parser based languages [Ter]. Parsers and lexers are generated based on a given grammar specifying the language expressed in EBNF. Generated tools are used for reading, processing, executing, or translating structured text or binary files. The supported target languages for generation contain most prominent GPLs such as Java, C++ and Python. As a primarily text based approach using parsing, ANTLR provides no capabilities for language composition or management. Though ANTLR allows to create external DSLs, the AST is represented by EBNF definitions and language pragmatics and further tooling needs to be build around the generated parsers and lexers.

**OTHER LANGUAGE WORKBENCHES**

Further, there exist a wide variety of other language workbenches, for example Melange & Kermeta: A language composition oriented approach that provides a bridge towards the Eclipse ECore formalism as the underlying meta-model conforms to the MOF standard4, Metaedit: A commercial modeling tool used in industry applications focusing on graphical language creation 5, Spoofax: A workbench allowing to generate parsers, type checkers, compilers, and plug-ins for common IDEs6. For detailed de-

4 http://www.kermeta.org/
5 http://www.metacase.com/
6 http://www.metaborg.org
scriptions and information and analysis of the existing workbenches, I refer to the *language workbench* evaluation presented by Erdweg et al. [Erd+15].

### 3.1.3 Benefits of MDSE

MDSE has proved to be an effective approach in the development and maintenance of large scale and embedded systems [Hut+11; Lie+14a; Rod15a]. Empirical assessment in industry shows that most apparent benefits of MDSE are the increased communication and reduced time to respond to quickly changing surroundings. Models are used for all parts of the development cycle, such as domain modeling, documentation, refactoring, transformation, static analysis, code generation, or automated testing.

In contrast to traditional software engineering the *model* creation process holds special properties. At the core, *models* and their counterpart are in the same *eco-system*: they are both software and as such automatic processing of the *models* is possible. The formalization in the modeling process documents the structure of valid *models* via the involved aspects *abstract syntax*, *concrete syntax*, *semantics*, and *pragmatics*.

The MDSE process is practical and a good addition to the software engineering practices already in place as modeling is a common task in computer science. Nevertheless, formalizing modeling is a task beyond creating class diagrams which requires an initial investment concealing a lot of MDSE success. When overcoming these challenges, MDSE can yield strong advantages over traditional approaches [Völ13a; Rod15a]. Due to formalization the developers reach an (implementation) independent *meta-model* of the domain which reduces the semantic gap between original and actual implementation. This *meta-model* allows to execute analysis and checking on *models* while programming/writing statements in the created language. Developers are provided helpful functionality, such as static analysis, domain-specific code completion, debugging at design time, or most importantly, the ability to generate code automatically based on the created user *models*. In turn, these features positively impact productivity, quality, validation, and verification.

For the application in the *Embodied Interaction in Smart Environments (EISE)* domain (cf. Chapter 4) a MDSE approach provides productive tooling to support developers in the query design. The accompanying advantages result in direct feedback for developers at query design time rather than at execution time. The query creation process can further be stripped from complexity, for example by providing model-based completion suggestions or special features for temporally constraint queries. The developers are thus closer to the problem domain allowing to specify queries easier, understand, and maintain during
system evolution – thus acting as domain experts rather than broad system and technology specialists.

### 3.2 Application of MDSE in Adjacent Domains

The combination and incorporation of graphs in MDSE approaches is often highly application domain-specific.

For example, direct applications such as Green-Marl provide high-level languages that provide features for algorithms on graphs and graph structure analysis [Hon+12]. Hong et al. present an external DSL which is targeted for developers that is capable to generate C++ code. The basis for the proposed analysis language is a directed property graph which is not modified during the execution of developer defined analysis. The provided approach includes a compiler for parsing, type checking, and model transformation. Though the authors do not provide meta-models or any other abstract syntax definition, the presented evaluation shows reduced (Source) Lines Of Code (LOC) and reduced algorithmic execution duration.

Similarly, GraphIT is a performance oriented graph DSL for algorithmic applications on graphs [Zha+18]. Its scope is close to Green-Marl as the implemented DSL is a high-level language describing computations on graphs. Optimized algorithm implementations are generated by the proposed compiler, focusing on performance characteristics. The approach separates computation of the algorithm from how it is computed via an algorithm language for programmers and a second scheduling language for performance optimizations. The authors also do not describe the abstract syntax of the languages and the behavior of the languages are explained solely example driven with no concise semantics. However, a detailed quantitative evaluation is presented comparing similar state-of-the-art frameworks and DSLs on graphs on multiple datasets showing its increased performance over the alternatives.

DSLs research in the domain of artificial systems and especially robotics strongly increased in recent years. The literature survey by Nordmann et al. presents a detailed analysis of uses of DSLs in the robotics domain [NHW14]. The authors discuss the use of specific languages for design, simulation, and programming of robotic systems. While their investigation of quantitative measures and the temporal distribution of publications show that increased research interest is present, the authors also identify the missing reuse of languages.

A recent application of MDSE closer to the domains of artificial systems and graphs is presented by Hochgeschwender et al. [Hoc+16]. The authors present results of a MDSE approach which incorporates domain models at runtime of robotic applications. Their research investigates the roles of graph-based knowledge retrieval and query languages in robotic applications within multiple application scenar-
Neo4j is used as the Graph Database Management System (GDB) in the presented implementation and Cypher is used as the GQL. The authors make use of a similar graph model to Equation (2.6) on page 16 but extend the model via specific pre-defined labels. These set labels represent individual domain-specific elements of their domain. However, the authors do not discuss how changes in the domain are executed in this extended model. Further, the robot uses the knowledge in the graph at runtime by applying developer designed Cypher queries. Detailed knowledge of the domain and the underlying graph schema is required to allow developers to design these Cypher queries, as the proposed application does not provide query design support to the developers. The authors acknowledge the difficulty to quantitatively evaluate their approach and all of its facets and consequently present a use-case driven evaluation on real world systems. This application at run-time steps beyond previous MDSE approaches where models are solely used as a design tool for developers. As a result, the performed knowledge access is comparable and close to approaches such as KnowRob and ORO [TB13; Bee+18; Lem+10]: Formalized knowledge is organized in a graph structure and primarily used by the system to improve the robot behavior (cf. Section 4.3 on page 61).

Similarly, the Robmosys project strives for a composable set of models, also considering model application at runtime [EU17]. In this context graphs are also identified as a central core and are used represent the highest abstraction level. Their graph model extends the introduced labeled property multidigraph to hierarchical hypergraphs7, i.e. a graph in which an edge can connect any number of nodes and in which edges are also vertexes that can be connected by further edges [SLS17]. With the recent start of this project, no further details are available how these extended graphs are practically used in robotic applications.

3.3 MDSE DEVELOPMENT PROCESS

Industry and research commonly recommends language engineers to execute the MDSE development process iteratively and in close cooperation with domain experts [Völ06; Völ09; Völ13a; Com17; Obj14; Nor16; BAG18; Bar+12]. Völter suggests an iterative process and distinguishes three categories of DSLs which language engineers usually develop [Völ13a]. First, technical DSLs factor present knowledge from known existing frameworks, systems, or architectures into a reduced and targeted set of languages. Second, business domain DSLs extract (tacit) knowledge from domain experts or given abstractions such as ontologies and bundle information into DSL. Third and most difficult, fragmented domain DSLs work on domains with no clear given ab-

---

7 See also [https://robmosys.eu/wiki/modeling:hypergraph-er](https://robmosys.eu/wiki/modeling:hypergraph-er)
stractions and possible split domain knowledge. The core abstractions are unknown, detailed analysis is required, and especially difficult in fragmented domains. The Cognitive Service Robotics Apartment as Ambient Host (CSRA) project (cf. Section 4.2 on page 53 for a detailed domain description and analysis) equals such a fragmented domain: An interdisciplinary set of researchers works towards an implementation of an EISE domain, which is embedded in similar iterative development process. Völter additionally proposes an iterative language development process towards a stable product which is composed of the three distinct phases of a) elaboration, b) iteration, and c) automation. Further, co-evolving of languages alongside the analysis is a must to avoid an uncontrolled fragmentation of languages. These recommendations are reflected in my proposed process as shown in Figure 3.5 by the following phases: Phase P1. Domain Analysis (requirements and system architecture), Phase P2. Language Design (implementation-independent architecture and technology mapping), Phase P4. Automation (tool generation, deployment, and integration).

Combemale recommends complementary to distinguish the process of meta-modeling and modeling (cf. M2 and M1 in Figure 3.1 on page 31) [Com17]. Each of these parts involves different persons and roles at different stages of the development cycles: the meta-modeling (M2) team, the modeling (M1) team, and the final user. While theoretically distinct, these roles can contain potential overlap. Within a varying research setting such as the CSRA, this distinction supports the MDSE process. The separation allows an advanced composition of language and domain concepts as the complexity is decomposed iteratively in the application domain.

Due to the neglect of systematic evaluation within MDSE processes (cf. Chapter 7 on page 135), I propose to additionally include a detailed dedicated evaluation phase in the process [KBM16; GGA10]. This phase contains both, validation via application and detailed analysis of a vertical prototype. The goal of the evaluation phase is to reach a tangible evaluation with a high level of evidence, thus improving the language and tool quality [Net+08]. Literature suggests the development process to be tightly intertwined with the evaluation [BAG18; Bar+12]. This involves the evaluation of DSL usability which is executed during the development life cycle and executed on pre-defined metrics [Weg+13; Bar+12; Bar13].

Additionally to the mentioned elements, the proposed process is further inspired by recommendations from the MDA guide [Obj14], extensions proposed by Nordmann [Nor16], as well as Language-oriented Programming (LOP) where the development of a DSL is started at a high-level layer in which a well-suited language for the target domain is developed [War95].

Figure 3.5 on the next page shows the iterative development process I propose and apply in this thesis, which contributes towards
the overarching research question RQ2. This process incorporates the roles and responsibilities of the three involved actors in the applied MDSE development cycle. The process is primarily inspired by Völter [Völ13a], Combemale [Com17], and Barišić et al. [BAG18]. The figure depicts the two nested iterative processes consisting of the distinct meta-modeling process and modeling process. The meta-modeling process, which is executed by the meta-modeling team, is separated into five core parts: 1) domain analysis, 2) language design, 3) language implementation, 4) automation, and 5) evaluation. The latter is connected to the nested modeling process which involves the modeling team as well as the final users and targets the application of the developed languages and tools to the domain.

Each of the six phases (Phase P1. Domain Analysis to Phase P6. Application) shown in Figure 3.5 has multiple steps and produces phase specific artifacts:

**P1. Domain Analysis**

The first phase, the Domain Analysis, targets to increase the understanding of the domain and all involved concepts. From each execution step of the analysis phase a set of functional and non-functional requirements is defined. These requirements are extracted from the domain assessment done via analyzing documented domain knowledge or consulting domain experts via interviews.

**P2. Language Design**

The requirements and results of the domain analysis are then used in the second Language Design phase to extract a technol-
ogy-independent system architecture. This architecture is platform agnostic and is mapped to particular technology items in the following technology mapping step. The mapping to technology items is explicit and makes clear statements about used standards and platforms.

P3. LANGUAGE IMPLEMENTATION
Phase three, the Language Implementation, realizes the previous specifications into a vertical prototype, thus implementing the architecture definition and technology mapping. The vertical prototype provides a minimal viable product and is extended with each iteration. This step in itself is an iterative process centered around the implementation of the abstract syntax, concrete syntax, language semantics, and lastly suitable generators for the language(s) [Com17].

P4. AUTOMATION
The fourth Automation phase targets supplemental automation. This includes the generation of the final tools (often an IDE or set of programs), integration in the domain (i.e. implementation of static glue code and adapter artifacts), and handing of their deployment to the final users (including updates in following iterations).

P5. EVALUATION
Phase five contains a set of detailed tests and validations. This step incorporates recommendations of extensive testing of DSLs. The Evaluation phase represents a dedicated evaluation via distinct user studies within a controlled environment using the previously created vertical prototype.

P6. APPLICATION
Besides the previously mentioned distinct evaluation, the last phase executes the application of the vertical prototype directly in the domain context (i.e. the CSRA project). This phase involves the final users as well as a modeling team who are jointly responsible for the creation and maintenance of models for the target domain. This application thus ensures that the meta-models are capable to represent the domain via test and validation.

3.4 SUMMARY

This chapter presents the foundations of MDSE, the creations of DSLs, and language workbenches. This includes the different aspects that are relevant in this context to create languages: abstract syntax, concrete syntax, semantics, and language pragmatics. Additionally, the commonly emerging challenges are discussed and what expected benefits one can yield. Related work is presented via the role of MDSE.
for graphs and intelligent systems. These foundations are used to define the MDSE process applied in the remainder of this thesis: an agile and iterative development process that takes a strong emphasis in the language design and evaluation. This process is separated into six phases handling analysis, design, implementation, automation, evaluation, and application. Lastly, the process also identifies the different roles active in the process and maps these roles to the individual phases.
Part III

MODELING INTERACTION RELEVANT KNOWLEDGE IN SMART ENVIRONMENTS

The third part analyzes the concepts and relations of interaction within smart environments alongside the Cognitive Service Robotics Apartment as Ambient Host project. It further proposes a model of interaction relevant knowledge as an ontology. Based on this analysis implementation-independent domain-specific languages, their semantics and composition are presented.
This chapter presents a domain analysis of the Embodied Interaction in Smart Environments (EISE) domain. I examine the domain alongside the Cognitive Service Robotics Apartment as Ambient Host (CSRA) project, an application scenario implementation representing an exemplary EISE domain. From this scenario I present a domain description as well as the roles and responsibilities present within the project. Based on interviews with the developers and based on the scenarios implemented in this project, I identify representative questions asked towards the domain. From the perspective of the developers, a query system in this domain needs to be able to fully answer these questions. As a last contribution I present an ontological model capturing the interaction relevant concepts.

This chapter aligns within Phase P2. Language Design of the development process applied in this thesis. The presented analysis and domain description are an artifact of this process investigating research question RQ1. The derived model of interaction relevant data serves as an underlying artifact used for the following Phase P3. Language Implementation.

The presented analysis and model are the result of multiple iterations executed within the CSRA project and parts have also been published previously. This primarily includes the two publications “An Ontology for Modelling Human Machine Interaction in Smart Environments” (presented during the Proceedings of SAI Intelligent Systems Conference (IntelliSys) 2016) and “How to Address Smart Homes with a Social Robot? A Multi-modal Corpus of User Interactions with an Intelligent Environment” (published in the Proceedings of the Tenth International Conference on Language Resources and Evaluation (LREC 2016) [KWC18b; Hol+16b]).
4.1 EMBODIED INTERACTION IN SMART ENVIRONMENTS

A *smart environment* is an extension of the concept of ubiquitous computing (the idea of omnipresent computing capabilities) and according to Cook and Das [CD05] it is defined as follows.

Smart environments combine perceptual and reasoning capabilities with the other elements of ubiquitous computing in an attempt to create a human-centered system that is embedded in physical spaces. […] [It] is a small world where all kinds of smart devices are continuously working to make inhabitants’ lives more comfortable. [CD05]

In contrast to these ubiquitous systems, the theory of embodied cognition considers the shape of the entire body of an organism as a first class citizen and a central component necessary for cognition and cognitive tasks. With the field of human–robot interaction (HRI) research this theory is investigated by the design and explicit use of robotic companions with similar or close to identical human physical sensors and actuators.

Nouvelle AI is based on the physical grounding hypothesis. This hypothesis states that to build a system that is intelligent it is necessary to have its representations grounded in the physical world. [Bro90]

When combined, the two ideas of a *smart environment* and embodied cognition in HRI merge to the concept of Embodied Interaction in Smart Environments (EISE) in which both, an embodied robot and an ubiquitous system, share a common space in which they support humans in their daily lives. The agents (e.g. a robot companion and a smart environment system) can make use of each of their individual strengths and overcome individual shortcomings to further support the environments inhabitants. For example, while an ubiquitous system often has a broad view on the complete environment, it lacks sensors for searching tasks which are necessary for a detailed analysis of an area (e.g. finding misplaced keys in the apartment). In contrast to this, embodied agents are often equipped with high quality local sensors required for navigation or pick-and-place tasks. These robots can provide their additional sensing capabilities to conduct a detailed environment analysis.

Prominent examples of *smart environments* are smart homes, as they are composed of many sensors, or sensor networks, capturing relevant variables of the environment. Additionally, various actuators commonly provide multiple actuation capabilities allowing the environment to engage with and influence its surrounding. The rising popularity of smart home solutions and smart home technology results in increased availability and application [Ric+06]. The most established implementations target support for private households and
are available in various complexities. The offers range from full (often ubiquitous) systems, such as systems based on the KNX standard [ISO14543] or less intrusive systems which allow for effortless installation, such as the appleHomeKit¹, to rather simple personal devices and assistants, such as Alexa² or the Google Home³ system. Further than the application in private homes, one can observe an increased adoption of smart home technology in elderly care scenarios research [Mor+13; Cav+14]. These approaches are examples for applications of the EISE domain, as work in this area additionally incorporates personal robots to support humans in their daily living and provides an embodied interaction.

From a technological perspective a significant challenge of systems in the EISE domain is posed by the overall system complexity and its heterogeneous nature. Integration of hardware and software components in such a joint environment requires developers to take into account domain-specific characteristics of both domains. Developers of individual interaction components need to access and incorporate interaction relevant data, information, and knowledge from all modalities (i.e. different data sources, storage properties, schema, etc.). Any support in this information retrieval process will reduce the required knowledge about all these modalities and in turn reduce the query design complexity. As a first step to identify the central elements and concepts of high importance to the domain, the following section presents a domain analysis alongside the CSRA project.

4.2 Domain Analysis

To reach this chapter’s goal of developing a model for interaction relevant data within the EISE domain, I conduct an analysis of the domain and its involved actors. The analysis is executed alongside the implementation of an application scenario, namely the CSRA project, in which I participated during my research [Bie13]. The system is presented by Wrede et al. in detail [Wre+17], but to provide appropriate context and relevance for my model of interaction relevant data, I first present the core elements of the system and secondly the domain analysis and its results in the following.

4.2.1 The CSRA Project

The Cognitive Service Robotics Apartment as Ambient Host (CSRA) is a large-scale project of the Cluster of Excellence Cognitive Interactive Technology at Bielefeld University (CITEC) aiming to provide an EISE domain laboratory as described in Section 4.1 on the preceding page.

¹ https://www.apple.com/ios/home/
² https://alexa.amazon.de
³ https://store.google.com/product/google_home
Its laboratory space is build up to accommodate an apartment-like area composed of three rooms and a connecting hallway which incorporate a total space of 60 m². Figure 4.1 shows a picture taken within the apartment during a handover interaction. Additionally, Figure 4.2 provides an overview of the rooms and the smart environment elements, such as sensors and actuators. The laboratory area includes a large multipurpose area which contains a fully functional kitchen, a dining area, an open living room, and a functional bathroom. Further, a robot room provides space dedicated HRI with an autonomous robot inhabiting the apartment at all times. Adjacent to the robot room exists a control room which allows researchers as well as developers to work on the laboratory system or study conductors to supervise and observe running experiments. The control room is not a part of the CSRA laboratory space in terms of scenario execution and is therefore excluded in further descriptions. The overall goal of the CSRA is to provide a research platform which allows to investigate questions regarding cognitive interaction in daily scenarios. The environment serves as a basis for quantitative and qualitative research within a controlled environment that provides reproducible conditions joined with automated recording and post-processing of the gathered experimental data [Hol+16b; Ric+16; BE18; RK18]. Exemplary questions of relevance being addressed in this laboratory setup are

- Which interfaces are ideal to support specific functions of a smart home or a mobile robot?
- How do users of this environment address the available functions?
- Which information and knowledge is of high interest or even required for individual software components?

Overall, the research topics reach from smart environments (containing ambient intelligence and ubiquitous systems) to social robotics

---

4 Due to ethical and privacy reasons the bathroom only includes simple motion sensors unable to record audio or video
(including virtual and embodied agents). This vision is realized by providing an EISE domain which is composed of extended smart home features as well as a cognitive social robot with advanced manipulation capabilities. As such, it offers a dense sensor- and actuator network which embeds virtual agents and a mobile robot, providing embodied and personalized interaction with humans. The system is designed to operate 24/7 so that any interaction episode in this environment can contribute to interaction components. This is specially helpful for adapting software components using for example machine learning approaches. As a result, access to higher level information and knowledge of past episodes beyond the raw sensor data is a necessary functionality for the running interaction software components.

Compared to related approaches, the CSRA differs in its conceptualization and research areas [LLM15]. The project prioritizes the role, interplay, and usage of devices used for embodied interaction with the smart environment. An anthropomorphic mobile service robot provides the designated role as preferred agent for interaction with the environment. We consider the capabilities of the semi-autonomous robot as more extensive than the isolated smart environment. Together, these weakly coupled systems operate independently with the possibility for bilateral cooperation and support (e.g. exchange of data, knowledge, or information).
THE SMART ENVIRONMENT ELEMENTS OF THE CSRA
The CSRA contains multiple sensors and actuators to facilitate interaction with humans. This includes common smart home sensors, such as movement, temperature, power usage, present devices, capacitive floors or programmable wall switches, as well as actuators, such as controllable lights, heating, blinds, or wall plugs. Additionally, there are various displays, projection areas, audio interfaces as part of the experimental research setup. These include multiple home automation systems and standards, such as KNX5 [ISO14543], zigbee6, and openHab7. Technically, the system uses a homogeneous service-oriented software architecture. All systems are integrated together via the common middleware Robotics Service Bus (RSB) to provide access to available data for all involved software components.

THE (EMBODIED) INTERACTION ELEMENTS OF THE CSRA
Beyond the usual smart environment interfaces, additional elements fostering interaction are present in the CSRA environment. For example, the ceiling is exhaustively equipped with depth sensors facing downward, capturing the entire apartment space. This setup is primarily used to provide a global overview over the entire apartment. In conjunction with dedicated software components, this setup allows us to provide a consistent apartment wide person tracking system. Similarly, systems for situation recognition, speaker detection, and interaction group detection are implemented and researched. Additionally, the bi-manual mobile Floka robot is present in the CSRA (a Meka robot base [Gui11] modified for optimal interaction capabilities via the Flobi head, which replaces the MEKA M1 default head [BE17]). It operates as an autonomous agent which is able to interact physically with the environment and serves as an embodied interaction partner for end-users. With its mobile platform it can complement the otherwise stationary sensors and actuators of the apartment in scenarios such as, clean up or search and find. Further, two individual virtual Flobi agents are present in the entrance area and in the kitchen as interaction points for task specific interaction and support (i.e. welcoming or kitchen cleaning). Similar to the smart environment elements, all above listed additional interaction elements are also integrated into RSB as a source for interactive applications.

DATA, INFORMATION, AND KNOWLEDGE OF THE CSRA
As shown, the system and its elements manifest a heterogeneous, complex, and highly diverse software and hardware ecosystem. Besides the base software, interactive systems or software components

5 https://www.knx.org/
6 https://www.zigbee.org/
7 https://www.openhab.org/
can also access the available (sensor) data via the common middleware. In Table 4.1 I present an estimation of the accumulating data within this system (not including data the mobile robot can supply). It shows that recording of raw and un-abstracted data in this scenario is not feasible. Consequently, higher level abstractions (i.e. knowledge

<table>
<thead>
<tr>
<th>SENSOR TYPE</th>
<th>AMOUNT</th>
<th>FRAMERATE (HZ)</th>
<th>DATA (MIB/SEC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth sensors</td>
<td>14</td>
<td>30</td>
<td>615.23</td>
</tr>
<tr>
<td>HD cameras</td>
<td>5</td>
<td>25</td>
<td>741.58</td>
</tr>
<tr>
<td>Microphones</td>
<td>12</td>
<td>16000</td>
<td>0.366</td>
</tr>
<tr>
<td>Various Small Sensors</td>
<td>100</td>
<td>30</td>
<td>5.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>1362.176</strong></td>
</tr>
</tbody>
</table>

Table 4.1: Estimation of sensory data of the CSRA smart environment. This estimation excludes data extracted by a mobile robot.

and information as presented in Section 2.1 on page 12) such as concepts of persons, their physical movement trajectories, conversations, or conversation topics need to be extracted and made available for dependent software components.

4.2.2 Roles, responsibilities, and required knowledge

Four central groups of actors are involved within the CSRA environment. Each of these groups holds individual roles, responsibilities, and knowledge in the domain. Consequently, participants of the groups have different requirements for model-driven information retrieval support.

The most basic and direct interaction recipients are naïve users who represent the target audience or end-users for the overall system and environments. They are the recipients of services offered by the system (e.g. as demonstration attendees or study participants) and are thus not directly involved in the design and implementation of services or programs. Nevertheless, depending on the influence users are allowed to have on the automation, naïve users need to be enabled to control the systems provided by appropriate means. Current state-of-the-art smart environments thus give users controls to allow coordination of activities via trigger-action programming [Jon+14]. These are commonly in the form of rule based domain-specific languages (DSLs)\(^8\), which allow to express rules such as “disable the heaters if any of the windows are opened”, or “turn off the lights if no person is present”. The appropriate DSL concepts are commonly part of the environment and are bound to real world entities, such as heating, lights, or windows.

\(^8\) For example the openHAB rule DSL [ope13]; See https://www.openhab.org/docs/configuration/rules-dsl.html
With the CSRA being a laboratory setup, study conductors are a separated role in the domain. They oversee the execution and observation of studies or demonstrations of the environment that are conducted within this EISE domain. Their knowledge thus needs to cover the basic usage of the system as well as all required elements to start and stop the system or individual components of it.

In contrast to this, behavior developers are closely involved in the system development and make use of available capabilities. They are domain experts on how to create suitable interactions for the naïve users via the available actuation and interaction mechanisms. Interaction design and creation is their core task in this role and thus this task requires them to have appropriate domain-specific knowledge and programming skills. As a result of their specificity, behavior developers do not necessarily know a) which interaction relevant data, information, or knowledge is stored (cf. Section 2.2 on page 14) and b) in what format the data is stored and accessed optimally (cf. Section 2.3 on page 17). This role specifically does not require to have this detailed knowledge, nevertheless the developers need to have access to all layers of the data-information-knowledge-wisdom (DIKW) pyramid to successfully design intended interactions.

At the lowest level, system developers provide infrastructure and all other services of the underlying system. This includes on the one hand basic tasks such as mounting and maintenance of sensors, actuators, computation machines, cables, and all other infrastructure; this requires detailed knowledge about technological requirements for the successful execution of all software components (e.g. required computing power, storage or connection speeds). On the other hand, the overall system architecture needs to be defined and maintained by system developers, including the communication protocols, utilized middleware, key software components for sensor/actuator data provisioning, knowledge and information extraction, DIKW storage and querying; these services are considered to provide the base functionality. Additionally, system developers need to define the interfaces and access points for behavior developers, which is a non-trivial task. Especially in research environments the system composition can change quickly based on study goals, resulting in varying hardware and software setups. Additionally, interaction relevant data is highly volatile; information exchanged within an interaction is strongly context dependent and varies between users. Given these unusual properties, the storage of higher level knowledge or information in this domain can thus not easily be achieved with traditional storage mechanisms (cf. Section 2.3 on page 17).

From the perspective of this thesis, the system developers are responsible for the application of a Model-driven Software Engineering (MDSE) approach to support the information retrieval process. In turn, the recipients are primarily behavior developers who are domain experts of
adjacent (potentially non-technical) domains and require the access to domain-specific information and knowledge. Given the aforementioned number of sensors and actuators employed, there is hence a large amount of data comprising of various modalities available. This data needs to be stored in a fashion so that it can be readily queried within the interactive scenarios. While system developers are familiar with the required Database Management System (DBMS) details (i.e. data schema and query languages), behavior developers typically lack the specific knowledge to efficiently work with complex database management systems. While the group of naïve users are not the intended recipient, they can still be questioned to provide further domain insights. This group can for example provide their perspective of how they prefer the interaction with the system, impacting the domain model and queries.

### 4.2.3 Knowledge queries in the EISE domain

This section discusses common questions stated in the domain before an abstraction of the domain can be derived. As an example, consider the following interaction sequence. It consists of a greeting scenario as depicted in Figure 4.3 and a subsequent cleanup task, which both incorporate knowledge of previous interactions. Two persons enter the apartment together upon which they are greeted by the virtual agent Flobi in the entrance interaction island (cf. Figure 4.2). Before the start of the interaction, the agent (i.e. the interaction behavior component) needs to inquire whether or not the currently targeted person has been seen before. If the persons have been there before, the agent accesses the stored information (e.g. their names) and personal preferences regarding environmental settings (e.g. lighting or heating set-

![Image](image_url)
tions). Following, the settings are applied and the users are greeted by name. Depending on content and topics of previous interactions, the agent enters a conversation regarding open matters, such as left messages by other interaction partners. Otherwise, the conversation starts anew and the agent introduces itself, introduces the environment, the environment capabilities, and lastly, asks the new users whether to remember them via face identification and name. Once entered, the agent could offer refreshments and in case the persons have not been in the apartment before, corresponding information needs to be supplied by the agent. In a second part of the interaction the persons are prompted to support a cleaning task within the kitchen. Objects such as cutlery, glasses, and plates lie on the kitchen counter and are detected by the agent to be removed by storing them in the corresponding drawers. In this cooperative task the virtual agent follows the goal to obtain help from the present persons. This interaction requires access to similar information as described for the greeting scenario, as the agent is independent of the one at the entrance interaction island. Additional to information about the entered persons, new queries need to be answered whether or not the persons have executed a similar cleaning scenario before. The virtual agent can further provide feedback regarding the designated drawer and cupboards for the individual items upon request, thus fulfilling the cooperative aspect of this task.

A second example for an interaction scenario involving the autonomous embodied agent is a search scenario. In this example, a person in the apartment is unable to find the keys within the apartment. As a result, the person asks the environment’s virtual agent if they can supply help in the search. If the apartment has information on previous locations of the keys, it can provide the relevant information. With the overlooking perspective via the installed cameras, the apartment only has a low resolution image of the rooms. It can thus not directly participate in this search scenario and requests the embodied agent to engage in a detailed exploration using its mobile sensors. The mobile agent then participates in the search together with the person and provides the location of the item in case of success.

As the above described scenarios show, the behavior developers require access to a large and diverse set of questions. Exemplary questions lifted from these scenarios include questions such as:

- Have I seen the person in the wardrobe/hallway/kitchen before and if so when?
- What is the name of the person P in the room R?
- What were topics of the last conversation with person P and should I explain how to do task T?
- Does the person P know where to find drinks/cups/object O in the apartment?
4.3 Related Work

Li et al. present a detailed overview on ambient systems which provide cognitive assisted living environments [LLM15]. From the authors’ perspective, the aging population due to current demographic change imposes strong challenges with respect to healthcare, rehabilitation, and general assisted living while maintaining user independence and quality of life. The authors focus strongly on the connection of embodied interaction with a smart environment and consequently the users. In comparison, the CSRA project features these aspects explicitly via an anthropomorphic mobile service robot in combination with an extensive smart environment. Li et al. generally present a wide variety of platforms and discuss them in context of current research aspects. This includes projects covering domains such as large scale smart home environments mobility access projects, social inclusion, robotic service platforms, and human machine interfaces. A central conclusion is the missing integration of services, devices, and individual systems. Additionally, the authors encourage the execution of further studies targeting usability, user acceptance, and user expectations towards these systems.

A related robot-centric human support approach is presented by Tenorth and Beetz in the KnowRob project [TB13; Bee+18]. The authors introduce a knowledge representation and reasoning approach
for robotic agents. Though only partially in the EISE domain, this approach provides a query answering system for an autonomous agent acting in personal environments supporting humans in physical manipulation tasks. The robot can obtain information about previously captured images or motions to know how to reach its goal. At its core, the KnowRob system consists of multiple ontologies representing robots, their tasks, or the situational context of objects, which allows to semantically annotate the meaning of real objects to low level data in the ontology. These formalizations provide the basis for control systems and allow queries by the robot at runtime. Evaluations and experiments validate the approach on large sets of observations and real world scenarios. The project is centered on the robotic actions and does not consider smart environments or external sensors.

The underlying model used by KnowRob is encoded within an upper ontology such that the ontology provided by KnowRob can be seen as an extension of the preexisting OpenCyc ontology [Len95]. While CYC itself is an expert system with a domain that spans all everyday objects and actions - as which it served as an upper ontology targeting natural language understanding and machine learning – KnowRob extends this rather broad human knowledge base with more domain-specific concepts needed for robots. These extensions to the ontology cover the descriptions of everyday tasks, general household objects, and most crucially, robot parts. The central KnowRob upper ontology can be categorized into the following areas:

- **MathematicalObjects**: Provides all math related concepts such as vectors, coordinate systems, or matrices
- **TemporalThings**: The description of events and actions
- **SpatialThings**: Physical layout of the robots surrounding, but also the physical layout of itself
- **HumanScaleObject**: Contains the objects in the robot environment, including body parts and furniture

As a consequence the ontology allows to model

- **Robots**, corresponding body parts, connections of parts
- **Sensor/actuator capabilities**
- **Objects**, including individual parts, functionality, and configuration
- **Robot tasks, actions, activities, and behaviors**
- **Contextual information about situations and the environment**
Generally, the KnowRob systems follows a closed-world semantic, meaning that all unknown knowledge items are assumed to be false. As a result, the non-existence of anything does not have to be described in the underlying knowledge base. The recently published KnowRob 2.0 extension further allows to include other ontologies into the overall system to add domain-specific knowledge into the provided core knowledge base [Bee+18]. The entire KnowRob system uses its ontology at the core but is composed of a hybrid system architecture to combine additional general- and special-purpose methods. Architecturally these methods interact with the ontology as they are build on top of the available knowledge. These additional methods combine for example features such as probabilistic inference, robot capability matching, or classification and clustering.

The hybrid approach is facilitated by the usage of powerful query language Prolog. Beetz et al. chose the logical programming language Prolog as the “interlingua” for robot knowledge processing. Internally within KnowRob, OWL Web Ontology Language (OWL) statements are consequently represented as Prolog predicates and common Prolog inference methods can be applied to these predicates. As a result, Resource Description Framework (RDF) triples are loaded and stored internally and OWL reasoning can be applied on top of these representations. On top of the systems triple store, increasingly complex query predicates operate and abstract step wise from lower level representations to higher conceptualizations. This extension of predicates allows programmers to create their own abstractions and chose precisely which predicate from which abstraction layer to include within their own queries. This abstraction reaches all the way up to the possibility to define simple global plans making use of multiple lower level predicates, for example such as the ehow-make-pancakes1 plan using pancake, frying-pan, or mixforbakedgoods2 predicates as listed by the authors in [TB13].

For the authors, this powerful abstraction mechanism provided by the Prolog language is a central reason for its choice: Prolog is more expressive than other logical dialects and allows to query more complex relations. On the one hand, comparing Prolog to RDF it shows that RDF allows for more efficient reasoning but is less expressive. On the other hand, the Prolog language is not as universal in its representations as other languages, for example CycL which would allow to represent nearly every natural language expression [Mat+06]. Prolog lies in between these languages and provides a well documented language to robot developers. Most prominent, the ability to inspect the knowledge base using Prolog provides the programmers with more power. For example it allows for additional logical inference on the existing knowledge at query design time. However, within KnowRob the Prolog language is primarily used as a knowledge query language rather than in the context of inference tasks. Only as a dedicated
query language, Prolog can be directly be embedded in the robot control loop. This fact represents the core challenge going along with the choice of Prolog as the query interface for the robot programmers and developers. The language uses a depth-first search with backtracking which can result in endless queries. Queries consequently need to be designed, optimized, and tested very carefully as they otherwise might block the entire system. The users of the languages (being robot programmers and graduate students) thus have to invest heavily in their queries at design time. Last but not least it is important to note, while many foreign language interfaces exist for Prolog, it lacks special-purpose reasoning mechanisms for uncertainty, temporal, or spatial reasoning. These features are covered in the KnowRob system via the aforementioned hybrid approach with dedicated methods.

4.4 A Multi-modal Interaction Corpus

The CSRA is used to develop smart home technology systems as well as to study human-machine interaction in the context of smart environments. Within the context of the project, Holthaus et al. and I created a multi-modal corpus of user interactions within the EISE smart environment [Hol+16b]. We explored multiple verbal and non-verbal interfaces by providing participants with different modalities for interaction to fulfill a given task description. To reach a given goal, such as to turn a light on/off or alter its brightness, participants were able to either chose to interact with the environment directly (e.g. using pointing gestures, talking to the environment, or clapping) or address the autonomous robot (e.g. via waving or speech) to ask for help to complete the task. The participants’ choice of modality was not influenced but rather endorsed to be an exploration task in which common ways (e.g. using wall mounted light switches) were explicitly forbidden.

The conducted study was a remotely controlled study (a “Wizard-of-Oz” [Kel84] setup) which allowed a human operator to generate the correct feedback for any goal directed action of the participants. This lead the participants believe their strategy is a valid interaction mechanism and confirms their choice of interaction for subsequent tasks. During the study execution we recorded all sensor data, actuator data and other system internal events, including dedicated participant video and audio recordings. In a second step we created an integrated annotation also containing ground truth information about participants behavior and actions. The resulting published dataset is openly available for researchers to use as for evaluation and further analysis of human behavior in the EISE domain.
4.5 AN ONTOLOGY OF INTERACTION RELEVANT KNOWLEDGE

With the overarching goal of this work to support the querying process of interaction relevant data in interactive smart environments, a model of the domain at the conceptual or ‘knowledge level’ is required. This model abstracts from specific data schemata and also benefits the portability of solutions to other systems and platforms. To generalize at this conceptual level, one needs to formally specify the relevant interaction associated concepts and their relations. In an early iteration of the MDSE process I therefore designed an ontology that models the domain of interaction in interactive smart environments alongside the CSRA project. Knowledge management in information science is commonly executed by the creation of ontologies or knowledge graphs [Wal07]. Wallace defines an ontology as follows:

(1) an ontology is an artificial construct that may have a link to a naturally occurring phenomenon, (2) an ontology is a tool for knowledge representation, and (3) an ontology is an explicit but abstract and simplified conceptualization. [Wal07, p. 185]

With this definition, an ontology is a similar conceptualization as meta-models created in the context of MDSE. The central difference lies in the degree of detail [PU03]. An ontology contains a set of classes, their relations, provides a fixed vocabulary of the domain. It allows to formulate meaningful statements within a domain using this vocabulary. The ontology grammar additionally defines meanings and ensures well-formedness of the statements; it is thus able to represent the data of a domain. Meta-models are, however, an abstraction used to describe how a domain-specific model is build. These abstractions describe a more formalized specification of individual domain notations with a reduced rule set. In this sense I concur with Pidcock and Uschold, who conclude that valid meta-models are thus also ontologies [PU03]. The inverse statement, however, is not valid and not every ontology provides a formalized model as a meta-model. I therefore use ontologies as a tool to analyze the domain is its structure. The ontology represent a graph where individual classes (nodes) are linked together (relationships) to form an abstraction of the real world.

As documented in literature, the creation of a domain ontology helps to accomplish several goals, most importantly [NM+01; SS09]:

- Analyze the domain
- Explicitly state domain assumptions
- Split the operational knowledge from domain knowledge
- Create a common ground and understanding of the domain information structure
• Allow to utilize domain knowledge in systems

Thus, an ontology as an analysis step supports reaching the overarching goal as introduced in Section 1.1 on page 6:

• **Conceptual abstraction and interoperability:** An ontology supports an interaction with a data management system at the conceptual level, i.e. at the level how users tend to conceptualize the domain rather than how the data is modeled using specific schemata that are designed with other goals in mind (e.g. efficiency of querying). Per definition, an ontology supports integration of different data sources as well as the communication between different components that are forced to speak the same ‘language’ by the ontology with no need to know the details of how to technically access particular data.

• **Model-driven approaches:** Using an ontology, that is a declarative specification of the domain, comes with the benefit of being able to adopt model-driven approaches to system engineering which support taming the complexity of heterogeneous systems in which many constraints need to be satisfied. It provides the benefit of being able to automatically generate components from the ontology, e.g. query interfaces.

• **Reasoning:** Using an ontology comes with the benefit of being able to use inference mechanisms to check consistency of certain situations but also to infer new knowledge.

This work is inspired by the common use of ontologies in the subdomains of smart environments and robotics. The following sections hence present an overview of related work in these fields.

### 4.5.1 Smart environment ontologies

Many ontologies have been developed in the smart home/smart environment domains, which address different areas such as human behavior recognition or health monitoring [Msh+18; Rod+14]. One example ontology for the domain of smart environments includes the ontology developed by McAvoy et al. [MCD12], who present an ontology-based context management system to deal with difficulties resulting from the ambiguity of collected data. Their efforts also cover temporal reasoning, sharing, and re-using data amongst various applications. A very relevant ontology for the domain of interaction in smart environments is the **Sensor Network Ontology**, which was published in 2005 by the World Wide Web Consortium (W3C) and is concerned with modeling sensor networks and their properties [Com+12]. It consists of 51 concepts and 55 properties and central concepts in this scope are **Sensor, Observation, ObservationValue, Deployment**, and **System**. The
Sensor Network Ontology is a domain-independent ontology that can be used in domains composing high amounts of sensors. As a result, the proposed ontology for the domain of embodied interactive smart environments imports this top-level ontology and reuses its concepts.

An example of an ontology that takes into account the temporal structure of situations and their evolution over time is the contextual model developed for smart home applications by Mallik et al. [Mal+15]. Their system is able to track humans and situations occurring in smart homes, and to make predictions on the evolution of these situations based on the current observations and on ontological reasoning.

Other ontologies have been developed to support the recognition of human activity in the smart home domain, e.g. Wongpatikaseree et al. [Won+12]. They rely on a context-aware ontology to define description logic rules that can be used to infer/predict activities on the basis of location and posture information.

On a more abstract layer, the effort of the schema.org community tries to provide a common vocabulary jointly [Mik15]. It is developed by Google, Bing and Yahoo and includes few interaction concepts. Relevant example concepts and their properties of importance in this context are Person, InteractAction and Place. The central role of schema.org is the ability to incorporate information into web sites so that search engines can extract this structured information, e.g. by using micro formats. One downside of the models of interactions in schema.org is the static definition of its concepts. As a result, concept dynamics (e.g. changes on the concepts) and temporal structure are not covered.

4.5.2 Ontologies in robotics

In the domain of robotics, several ontologies and complex knowledge modeling frameworks have been developed to equip robots with knowledge and reasoning capabilities. The KnowRob system, for instance, focuses on representing task-specific and object knowledge to support robots in reasoning and planning their own actions [TB13; Bee+18]. Knowledge is encoded in Web Ontology Language ontologies and the system provides a Prolog based query answering system for agents. Encoding task specific information relevant for manual task execution makes KnowRob a robot-centric approach. The framework thus does not provide classes for representing concepts related to human machine interaction. In theory the approach is a model based system which uses ontologies as models for the world knowledge. For the applied use case the level of formalization is suitable: ontologies are sufficient for the intended modeling purposes and reasoning capabilities of the KnowRob system. The system consequently has difficulties to deal with modification as well as model evolution. Inconsisten-
cies and inference of new knowledge in the robot knowledge base are difficult to detect. The query capabilities of the KnowRob system are provided by using the Prolog language. Queries towards the system are thus required to be carefully designed and optimized as Prolog’s depth-first search is incomplete and can eventually result in infinite searches – even if possible results exist. Behavior developers therefore need to understand the heterogeneous domain, the ontology structure and Prolog optimization techniques to be able to formulate well performing queries. As already discussed by the authors, the system approach is hence difficult to combine with machine learning algorithms. A recent extension by Balint-Benczedi et al. addresses these issues and provides a dedicated interface language comparable to SPARQL Protocol and RDF Query Language (SPARQL) (see Section 5.2 on page 78 for more detail) [Bal+17].

The KnowRob system is made publicly available via the succeeding cloud robotics application and knowledge service openEase [BTW15]. It provides access to the information for robots and researchers with analogously semantic data access when compared to the features already present in KnowRob. Queries towards the platform are selectable in menu of natural language representations linking to the actual highly complex queries. These queries can be executed towards the knowledge base and the result is presented in the integrated web view. The knowledge service provided by openEase consists of three integrated central elements: A large database containing episodes of joint human robot manipulation tasks, an ontology that represents the underlying conceptual model of manipulation activities, and tools for querying, visualizing, and analyzing of manipulation task episodes.

The Open Robot Ontology (ORO) approach exhibits another example which makes use of ontologies in the domain of domestic service robotics [Lem+10]. ORO is an ontology based knowledge processing framework supporting agents with cognition in HRI environments. It acts as a central intelligent blackboard storage for robots to store or retrieve knowledge. Lemaignan et al. focus on maintaining a consistent knowledge representation by continuously updating and checking the ontology for inconsistencies. Information is mainly gathered by the robot via natural human interaction (i.e. speech or textual input) and only knowledge about objects and their location is stored in their application scenario. The approach also comprises a common sense ontology for robots which is close to the KnowRob upper level taxonomy. ORO uses an RDF triple store (the Jena framework) at its core and uses first-order logic formalism to represent knowledge. The querying interface of the knowledge base is realized via a dialect of RDF and OWL description logic. Evaluation is executed using synthetic exemplary task implementations such as point and learn or an object identification game. The authors identify issues regarding the ontology consistency maintenance. Consistency checks are potentially
resource intensive, especially for large ontologies. Similar to KnowRob the ontology is also robot centric and no explicit knowledge about the interaction is considered. While the system queries the knowledge from the triple store, no further detailed query design support is offered and existing query languages are reused.

4.5.3 Graph-based approaches

The large-scale knowledge engine for robots RoboBrain provides task execution relevant knowledge [Sax+14]. The authors merge multiple sources for knowledge, e.g. via observation, machine learning, or online resources analysis. Any insert into the system then triggers inference to unify the present knowledge base. Unlike KnowRob, the core knowledge storage of RoboBrain makes use of a labeled directed graph \( G = (V, E) \), which holds no properties. No common query language is reused to access the information in the system. Information retrieval is realized via a dedicated robot query library which contains retrieval functions and suitable programming constructs and thus provides traversal and pattern matching queries. The authors evaluate the system via detailed application examples.

A more practical application is provided by Fourie et al., called SLAMinDB [Fou+17]. The introduced system realizes a shared centralized persistence layer for memory storage and retrieval in mobile robotics. The authors combine the graph database Neo4j together with the document store MongoDB, to jointly store low-level data for navigation, such as Simultaneous Localization and Mapping (SLAM) data or obstacle information. The link between layers is realized by storing data identifiers and no details on their combination is described. Only Cypher graph queries are presented and it is unclear how developers actually obtain data from the system. The presented approach allows to attach timestamps to the stored data which is then retrievable for the SLAM algorithm. More complex calculations which abstract the data appropriately for the SLAM algorithm are realized in Java functions in the Neo4j server. With the combined databases holding no schemata of its data, Fourie et al. do not provide a model of the domain; the storage graph expresses a very specific domain model which is not introduced. Similarly, temporal aspects of queries are considered by creating temporal queries by hand. These crafted queries use timestamps in their matching clauses to filter the present data. Further, their chosen system architecture (i.e. plug-ins and functions residing in the databases) requires frequent system restarts of the centralized location of truth for the SLAM algorithm. Query design and developer support are not considered and developers require full domain knowledge, especially to obtain real data from document store. Approach evaluation is application and experiment driven evaluation, showing that the proposed approach is feasible.
4.5.4 The EISE ontology

A conceptualization of the EISE domain is an important part of the applied development process. Within the model of the domain, the concepts and their relations are expressed as explicitly as possible. In an early iteration, I thus created an ontology covering the EISE domain to gain an understanding of the involved entities which are of relevance to the behavior developers. The identification of competency questions is helpful to determine what the ontology needs to answer. I thus directly use the knowledge queries determined in the previous Section 4.2.3 as the competency questions towards the ontology. These questions and the central aspects in them show, that an ontology of interaction for the domain of interactive smart environments needs to take into account that: a) large numbers of sensors and actuators are in the environment, b) several different objects are present in environment, c) autonomous embodied agents and persons act and interact, d) any of the above the concepts also holds spatiotemporal information.

As building blocks of the proposed ontology, I build on the following aspects: sensor-related concepts, interaction participants, spatiotemporal representation, and interaction concepts:

- **Sensor-related concepts**: Modeling sensors, their physical location, properties, schemata etc. are crucial to capture the interaction in the EISE domain. I reuse the W3C Semantic Sensor Network Ontology for this purpose [Com+12].

- **Interaction participants**: Different participants are involved in interactions, for example virtual agents, embodied agents, and persons. As the structure of persons, their properties and relations have been studied in depth, I reuse the Friend of a Friend Ontology [BM14].

- **Interaction concepts**: A taxonomy of interaction types is crucial in the targeted domain. I build on the HRI taxonomy introduced by Yanco and Drury that focuses on human social interaction, and extend it appropriately for my purposes. It describes the relevant categories, such as tasks, composition of interaction teams, or the possible combinations of single or multiple humans and agents [YDo4].

- **Spatiotemporal concepts**: Physical objects in the environment, participants of interactions, and interactions themselves hold spatiotemporal information. These aspects of domain concepts need to be considered, for example the beginning and ending of an interaction (its temporal structure) is of high importance to the above stated competency questions. The W3C Time Ontology is reused for this purpose [HPo4].
Figure 4.4 shows an overview of the top level concepts in the EISE ontology. The ontology is a model which allows to represent the scenarios described in Section 4.2.3 from the perspective of behavior developers. I emphasize on concept and representation reuse from existing ontologies to make use of existing detailed modeling efforts. The additionally added concepts, such as InteractionParticipants or SpatiotemporalEntity, embed the required classes into this structure.

The concept of Persons and their properties such as names and contact information are taken from the FOAF ontology. Artificial interaction Agents are chosen as a subClassOf Persons to enable their respective descendants VirtualAgents and EmbodiedAgents to be modeled identically to Persons. They thus are similarly capable to know other InteractionParticipants. These involved participants are in turn involved-in Interactions. their possible interconnection allows to
represent all configuration described in the \textit{HRI} taxonomy by Yanco and Drury [YD04]. The previously described scenarios revolve primarily around verbal interaction and thus Conversations are one exemplary lower level Interaction concept. Utterances conveyed by the individual InteractionParticipants are consequently used in such Conversations. Besides the shown Conversations, further extensions of this ontology can provide other types of Interactions describing other \textit{HRI} scenarios. The temporal structure of PhysicalObjects (reused from the \textit{DUL} ontology) is modeled via TemporalEntities attached to the intermediate SpatiotemporalEntity. The physical locations are abstracted by SpaceRegions more precisely Rooms, Areas, and Locations. The Sensor aspects of the \textit{smart environment} and the EmbodiedAgent are grounded into the concepts of the SSN ontology. The individual Observations of these Sensors are of importance to the behavior developers and thus are modeled as such.

The ontology provides an initial abstraction of the concepts and relations of the domain and allows to represent the scenarios described in Section 4.2.3. Also the exemplary competency questions can be answered using this \textit{model}. However, a central limitation of this domain \textit{model} as an ontology lies in the eventual domain evolution and consequently the \textit{model} evolution. With the CSRA domain being a research setting, it is composed of a rapidly changing hardware and software setup. One example of this change is the addition of dedicated tracking sensors to the system, which were introduced at a later stage of the project. Fundamental changes as such to the domain are problematic as they require a change to the domain \textit{model}. This change also impacts the queries which users formulate towards the model: Changes to the ontology need to be transferred and queries need to be migrated to satisfy the new \textit{model} layout.

4.6 \textbf{Summary}

This chapter introduces the \textit{EISE} domain as a combination of common \textit{smart environments} and embodied cognition in \textit{HRI}. As an example the CSRA project is described in which the contributions of this thesis are developed and used. The CSRA project is used for a domain analysis and the running application example for the followed \textit{MDSE} approach. The central factors of the domain which are subsequently identified as:

- The system architecture in which tooling needs to be deployed and generate \textit{artifacts} for,
- The data, information, and knowledge present in the system,
- The roles and responsibilities of individuals in the laboratory system,
• Required knowledge of each individual participating group,
• Exemplary knowledge queries towards the EISE domain.

Additionally, a brief presentation of a multi-modal interaction data corpus extracted from the CSRA is described. Lastly, the resulting ontology of interaction relevant knowledge is presented which was obtained in an early iteration of the development process. This ontology serves as the basis for the language engineering efforts in the following chapters: The DSLs and their composition need to be able to express the concepts of the ontology.
CONCEPTUALIZATIONS FOR MODEL-BASED QUERY COMPOSITION

“Nothing in life is to be feared, it is only to be understood. Now is the time to understand more, so that we may fear less.”

—Maria Skłodowska-Curie [Ben73]
Awarded the 1903 Nobel Prize in Physics

So far, the Chapters 2 to 4 introduced the research topic, the adjacent domains, an analysis of the Embodied Interaction in Smart Environments (EISE) domain, and extracted a model abstracting interaction relevant knowledge of the EISE domain. Based on this foundational work, this chapter describes four central parts of the Model-driven Software Engineering (MDSE) process: 1) the underlying objectives and requirements (RQ2), 2) a technology-independent system architecture (RQ3), 3) a detailed language composition definition (RQ3), and 4) a suitable technology mapping (RQ4). I further present each language of the composition definition in detail, including individual implementation-independent meta-models and semantics of language intersections. Lastly, the technology mapping serves as a grounding in the application domain of the Cognitive Service Robotics Apartment as Ambient Host (CSRA) project. This mapping is based on the languages defined in this chapter as well as the findings of the research topic presentation in Chapters 2 to 3.

The individual sections of this chapter are concerned with two different development process phases. On the one hand, Section 5.1 extracts objectives as well as (non-)functional requirements and is thus part of the domain analysis in Phase P1. Domain Analysis. Section 5.3, on the other hand, represents the results of Phase P2. Language Design, containing the implementation-independent system architecture and the technology mapping for the EISE domain.

Earlier iterations and parts of the conceptualizations in this chapter have previously been published by me and were peer-reviewed by the community. This primarily includes the publication “A Model Driven Approach for Eased Knowledge Storage and Retrieval in Interactive HRI Systems” presented during the 2018 Second IEEE International Conference on Robotic Computing (IRC) [KWC18a].

5.1 OBJECTIVES AND REQUIREMENTS

The objectives of the design process are influenced by two parts: a) the theoretical background regarding graphs and knowledge representa-
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tion (cf. Chapter 2 on page 11), as well as b) the background and state-of-the-art MDSE practices (Chapter 3 on page 29). In their core, the objectives are then derived from the research questions in Chapter 1 on page 3 and the domain analysis in Chapter 4 on page 51. They frame the central question on how to provide behavior developers with an extensible graph query language (GQL) and other supporting tools. These tools are created following a MDSE approach, which allows developers to compose queries towards information and knowledge present in the EISE domain. The difficulty of this task lies in the choice of appropriate language design and composition to enable the inclusion of domain-specific user models and time constraints (e.g. via language patterns [Pes+15]), while keeping the individual languages extendable. The following objectives thus provide the grounds to formulate the (non-)functional requirements in the following Section 5.1.1.

The first objective is openness, as the results of the MDSE approach need to integrate into the already present infrastructure and development process. This objective is based on the fact that a large portfolio of existing software, components, interconnection, and (sub-)systems are available, which need to be considered and included into the process from the beginning. On the one hand the domain’s available knowledge and technical decisions, e.g. domain-specific data types or a common middleware, need to be considered in the process. On the other hand it is imperative that all generated artifacts can be used in the present ecosystem and infrastructure to foster developer acceptance and use. Only with this openness the usage of a graph query design tool for execution and analysis of queries is enabled.

The provided languages are required to support the representation of domain-specific queries. This includes an easy creation of queries grounded into the real world of the complex interactive system of the EISE domain, which can be constrained with respect to their temporal expansion.

Variations and changes of the EISE domain and the overall setup are plentiful due to the research setting and study oriented setup. This includes the addition or removal of sensors/actuators and any changes in the domain model or domain data types. Extendability and versatility are thus objectives to be considered during the MDSE process. Domain-specific languages (DSLs) need to provide a level of abstraction that allows to maintain, evolve, and extend user models. The application of appropriate language composition is central in the development process as it enables the required generalization, for example, by using language reuse, adapter languages, or orthogonal languages. Languages need to be build with support for easy future modifications and additions. The complexity of graph query design is then further reduced during the implementation phase via language pragmatics [Rod15a], such as query reduction/simplification of reoc-
curring patterns, domain-specific completion and suggestions (static checking), or user model and query analysis/profiling.

Closely tied to the versatility and query support lies the objective of abstraction: While the overall query constructs such as graphs, time representation, or graph pattern matching queries are part of the $M_2$ abstraction layer, other domain properties ideally reside in the layer of user models $M_1$. As such, the domain description can either be statically implemented as a meta-model in $M_2$, however, allowing domain experts to describe the current state of the domain themselves provides higher flexibility. Queries then depend on these user models and create instances of the domain concepts and their relations – grounding them into concepts of the real world.

5.1.1 Requirements

Based on the domain analysis of the project, the domain context and the identified objectives the following (non-)functional requirements are derived (RQ2).

5.1.2 Functional requirements

1. **FR1** Allow the representation of Graph Database Management System (GDB) queries
2. **FR2** Allow the execution of created queries towards a database
3. **FR3** Allow the creation of domain description models as a graph, allowing to abstract the concepts, relationships, and properties of the domain
4. **FR4** Allow to link the GQL and the domain description model to ground queries into the concepts of the real world
5. **FR5** Allow to express time constraints on GQLs
6. **FR6** Provide query feedback lifted from external analysis tools
7. **FR7** Interface with the Application programming interfaces (APIs), middleware, and other software infrastructure of the domain
8. **FR8** Provide visual representations of (sub-)graphs

5.1.3 Non-functional requirements

1. **NFR1** Consider developer bias (e.g. system structure knowledge, preferred languages, query language knowledge)
NFR2 Formulate graph queries in a back-end independent query language

NFR3 Apply suitable language composition for easy language evolution and extension

NFR4 Provide a reproducible integrated language build and deployment solution

NFR5 Generate artifacts which integrate tightly with user General Purpose Language (GPL) code and the system of the domain

5.2 RELATED WORK

There exists only few applications in literature, which combine the domains of graphs, GQLs, robotics, human–robot interaction (HRI) and interactive environments. Proposed systems in the domain of HRI often utilize knowledge-based systems, knowledge processing, ontologies, or other frameworks providing reasoning capabilities, such as KnowRob or ORO [TB13; Bee+18; Lem+10]. These examples make use of inference engines to provide reasoning and logical deduction for complex problem solving, such as robot motion planning, commonsense grounding of actions, semantic annotation, or memory management. Querying in these applications is generally realized by existing query languages such as the tuple based SPARQL Protocol and RDF Query Language (SPARQL) or logic programming language Prolog.

The most prominent approach focusing on query design support for such systems is presented by Balint-Benczedi et al. who provide a storage and retrieval DSL for robotic episodic memories [Bal+17]. The underlying ontology model is concerned with data regarding robot perception and especially data relevant for long-term manipulation tasks. It is embedded and part of the KnowRob system and a direct reaction to the complex Prolog queries emerging within this system [TB13; Bee+18]. Retrieval of episodic memories is thus eased via an object and scene description language. As such, it serves as an abstraction layer between the structure of the perception of the robot and the semantic interpretation of observations. The implemented dedicated query interface is used to retrieve specific elements of the episodes and realizes two central goals: 1) enable on-line retrospection and specialized training of perception routines and 2) enable researchers to interactively explore perception results. Architecturally, the authors store the raw sensor data as unstructured information within a MongoDB document store. This database already provides a specific query language that follows the syntax of the data description format JSON and the central contribution of the authors is the addition of predicates into this language. The predicates are based
on the existing description language, which abstract from the data structure in the underlying ontology. Users of this internal DSL need to be familiar with the host description language and the additional predicates for successful query design: No further query design support, such as completion, query analysis, or other tooling is provided in this approach. The authors also identify temporal properties of the data as an important factor. As a result, they expose access to the annotated timestamps of data and queries can be constrained via absolute time information. Again, the complexity of proper temporal query design is left to the user, who need to directly insert timestamps into temporally constrained queries. Further, evaluation of the approach is solely anecdotal by example and implementation showing 1) reduced (Source) Lines Of Code (LOC) when compared to the usual query constructs using native database queries and 2) a realization of recognition classifier training sample collection at runtime using the DSL.

Dietrich et al. present another internal DSL which supports robotic world knowledge retrieval [DZK15]. The introduced language SelectScript adopts the semantics of Structured Query Language (SQL) and extends the language with domain-specific features. The authors provide a language with a reduced expressiveness for effective querying within developer code. The implementation was created using ANTLR and hence detailed descriptions on the language’s grammar are given. While they provided features for continuous queries (by executing existing ones every 100 milliseconds), no detailed modeling of temporal concepts or the domain concepts were described. As a result, SelectScript requires developers to fall back their domain knowledge and the use of timestamps to express domain-specific temporally constraint queries.

5.3 System Architecture

The technology-independent system architecture defines all concepts, which are available to create a system [Volo06]. It contains all technologies and approaches useful to represent, explain, and illustrate the architecture intentions. According to Völter, there is no formalized way of representing technology-independent architectures: It is composed from box and line diagrams, state/sequence/activity charts, textual explanations, and anything helpful to communicate the architecture. Contributing towards research question RQ3, I present the system architecture by considering the different requirements as well as perspectives from behavior developers of the CSRA.

Figure 5.1 shows my proposed technology-independent structure diagram that contains a) different targeted IDEs and tooling which developers utilize (NFR1, NFR3, NFR4), b) the structural integration of the IDE (FR7, NFR4), c) the individual developers and their roles
in this structure (FR7), and lastly d) a mapping of user models to the corresponding individual layers of the OMG meta-modeling layers and real world entities.

At the core of the system lies the real world represented by the intelligent environment and the autonomous embodied agent acting in it (bottom). Each of these systems is composed by separated software components carrying out individual tasks. The tasks operate on various abstraction levels of the system, for example, sensor data provisioning to middleware or person tracking on available data (cf. the data-information-knowledge-wisdom (DIKW) hierarchy in Section 2.1). While both these systems rely on their own conceptualizations (e.g. data types, and communication patterns) and own software, they also share domain knowledge, abstractions and (connected) software.
The architecture provided in my work provides a generic query designer IDE for behavior developers (left). The languages and conceptualizations of this tool conform to the M3 layer and are realized as meta-models in M2. With the help of this tool and the included DSLs, domain experts create the three different types of user models for the EISE domain: a) a domain description model composed of all concepts and relations of importance to the behavior developers (FR3), b) a model of domain types based on the shared and individual conceptualizations of the domain (NFR2), and c) other models containing required environment specific knowledge such as database access or shared middleware properties (FR7, NFR1, NFR2).

The created models in combination with the generic query design IDE provide a highly domain-specific query design tool: The EISE Query Designer (EISEQD) (center). All queries that are created in the EISEQD can be grounded into the domain via the dependent domain description, domain types and environment information. This tool is used by behavior developers who are responsible for components of the system and within its environment, each user can compose specific models that contain graph database queries (GDQs) and user functions for their specific use case. In the traditional workflow, developers compose the query strings and place a copy within their source code. In contrast to this, queries are constructed in the IDE and can directly be tested and profiled in the environment. Artifacts are generated from the IDE and embedded in the developer code (e.g. as library dependencies packaging the designed queries). In the last step following the query design phase, suitable deployment strategies install the resulting components and model artifacts into the software stack of the environment(s) (NFR4, NFR5). As a result, similarly to the domain description and domain types, the query models of developers exist in the M2 layer. Changes to the domain model are consequently directly reflected in the user queries at design time. The developer code, however, is stable as it references the functions of the generated artifacts and thus does not need to be updated upon every query change. Suitable language composition is required allow this type of composition and ultimately enable evolution of the domain (NFR3).

### 5.4 Extensible Graph Query Language Modularization and Composition

Language composition and modularization has been identified as a central necessity for DSL development [Völ13a; Com17; Pic10; Erd+13]. Suitable language composition for this work is also a requirement (NFR3) to implement tooling that allows to integrate in the previously presented system architecture. Additionally, many of the named advantages – such as reuse, or extendability (cf. Chapter 3 on page 29) – require successful language dependency organization. Figure 5.2
thus shows the implementation-independent language modularization and composition applied in this thesis. At its core, the Graph language resides with no external dependencies. This language represents the abstractions required to represent *labeled property multidi-graphs* as introduced in Section 2.2 on page 14. As such, it allows to represent the elements of a graph: Nodes and Relationships, as well as the respective Properties and Labels. This foundation is the basis for the *extending* Graph Query language, which *embeds* the Graph concepts and allows to describe matching pattern graph queries via the PatternQuery top-level concept. The Domain Description is the second depending language and *reuses* (i.e. depends and references) the Graph language. It abstracts from the description of a domain and allows to create two top-level concepts:

1. **DomainDescriptionGraphs**: A concept to represent all elements of a domain, their relations, as well as element properties respectively.

Figure 5.2: The proposed language modularization and composition.
b) DomainInstanceGraphs: A Graph as defined by the Graph language that additionally allows to ground graph elements via referencing to elements of a given DomainDescriptionGraph. The Domain Description language additionally embeds a Type language to enable domain-specific type incorporation. The adapter language Domain Graph Query combines the features provided by the Domain Description and Graph Query languages without providing any further concepts or extensions itself. The combination of domain descriptions and graph queries in user models is practically enabled by the joint dependencies to the common Graph language. The Temporal Graph Query adapter language uses the conceptualizations of the domain description and provides the feature to explicitly constrain graph queries with respect to their temporal expansion (FR5). It therefore reuses the Relative Time language and applies orthogonal language composition onto the Domain Graph Query language. The Relative Time language is an extension of the Time language and enables the representation of time relative to another point in time, for example, temporal constraints relative to the query execution. Language pragmatics, such as Query Execution, Query Visualization, or Query Analysis primarily make use of reference and extension capabilities to enrich the language architecture with their respective features. Depending on the chosen language workbench and the availability of features (e.g. projectional editing), the pragmatics can provide, for example, different concrete syntaxes, alternative projections, or lift analysis information back into the IDE. Further extensions can be created using this proposed composition mechanism (NFR3), even in later iterations of the process.

The following sections will present each language in detail. With the language composition in Figure 5.2 showing a clear overview on how the languages are organized and related, the following individual meta-models explain the syntax of each individual language. I make use of Unified Modeling Language (UML) based meta-model diagrams due to the increased intuitiveness, pragmatic representation, and elegance [HR00]. However, this detailed view on concepts and representation of languages does not fully describe the complete language behavior: The meta-models are implementation-independent descriptions of the syntax, and thus it is necessary to clearly describe the intended language behavior, especially at its intersections, to fully capture the meaning behind the conceptualizations. Therefore, I present additional semantic descriptions of the language behavior (cf. Section 3.1.2 on page 31). Whenever language intersections and composition cannot be explained sufficiently by the provided abstract syntax and meta-models, I provide the denotational semantics of the languages. These semantics are intended to denote the language.

1 Elements of the DomainInstanceGraph are thus “instances” of their referenced pendants in the DomainDescriptionGraph
Figure 5.3: The meta-model of the Graph language which allows to represent a labeled property multidigraph.

behavior and also provide the resulting behavior applied during and after artifact generation.

5.4.1 Representation of graphs

Figure 5.3 shows the meta-model of a graph, which is a central language in the composition. This representation allows to describe labeled property multidigraphs as introduced in Section 2.2 and as a result, a graph represented by this meta-model corresponds to a graph of the form $G = (V, E, p, \lambda, \sigma)$ as described in Equation (2.6) on page 16. At the top-level of the abstraction lies the Graph itself. It contains a number of Nodes and Relationships. Each of these GraphElements can hold multiple Properties consisting of a Name and an assigned Constant value. Labels are individually held by Nodes and Relationships alike, representing the multi-graph characteristics of the graph model. Relationship direction is expressed via two distinct references from a Relationship to a source and a target Node. This meta-model is the foundational abstraction to be reused by the GQL in the technology mapping (FR1 - FR2, NFR2).

5.4.2 Representation of pattern matching queries

Figure 5.4 on the next page depicts a non-exhaustive meta-model of a pattern matching read-only query and the relations to the dependent Graph language². A PatternQuery is one possible type of graph query which consists of three core components: 1) MatchingClause, 2) FilterClause, and 3) ResultClause. The concepts Patterns and Pattern-

² This meta-model focuses on simplified pattern matching queries on graphs. The detailed role of graph traversal queries are not considered in this thesis.
Elements of Graph Query language consequently specialize the concepts Graph and GraphElements respectively. PatternElements can be referenced within the filter and result clause to restrict the query on the properties or labels of the graph. A simple pattern matching read-only graph query $Q$ consists of the three elements matching pattern $M$, constraint $C$, and result aggregation $R$. Each matching pattern contains a set of Patterns $P$ which are matched against the stored graph. An individual Pattern is composed of PatternElements $PE$, which individually can represent a Node or a Relationship.

$$ Q = (M, C, R) \quad | \quad M \in G \quad (5.1) $$
$$ M = (P_1, \ldots, P_n) \quad (5.2) $$
$$ P_i = (PE_1, \ldots, PE_m) \quad | \quad \forall P_i \in M \quad (5.3) $$

In essence, $M$ represents a graph that is composed of the individual contained patterns $P_i$, which are described as an ordered list. This choice is inspired by the Cypher semantic: Each individual Pattern of a MatchingClause is a linear graph chain (e.g., $A \cdot B \cdot C$ and $D \cdot B \cdot E$) and the combination of all patterns composes the full matching graph. To further illustrate, when using Cypher as the target GQL, the semantics transforms the query to a three clause statement such that the denotational semantics in Equations (5.4) to (5.6) operate. This rationale is based on the Extended Backus–Naur Form (EBNF) grammar of the Cypher language [Neo15], as shown in the example in Listing 5.1 on the following page, taken from the official grammar\(^3\). I chose this

\(^3\) Also compare to the full resources provided at https://github.com/opencypher/openCypher
minimistic example as it clearly shows the similarity of the denota-
tional graph semantics presented in this chapter within the open-
Cypher grammar. Additionally, it is important to note that queries –
especially MatchingClauses – can possibly be more complex than
what is shown here. Depending on the query details and result ag-
gregation, the query can also yield a path as a result. For example,
MatchingClauses can contain increased details such as sub-clauses,
entire sub-queries, or optional keywords. Another example are Pat-
ternElements, which can be composed as complex as the desired
by the users and include Nodes, Relationships, references to Rela-
tionships, references to Nodes, or references to other Match clauses.
The decomposition in the denotational semantics provided here are
chosen to keep compatibility to the aforementioned EBNF. Conse-
quently, these semantical the abstractions I provide here are as direct and un-
ambiguously as possible and are directly compatible to the implemen-
tation as presented in Chapter 5 on page 75.

Matching patterns are further destructed by the Graph Query lan-
guage semantics into individual pattern elements PE. Each element

Listing 5.1: Excerpt from the official openCypher EBNF definition showing
an example on how MatchingClauses are defined in the official
query language.
of the linear pattern chain is further reduced using Cypher semantics as shown in Equations (5.5) to (5.11).

\[ [(M, C, R)]_{GQ} = \text{MATCH} [M]_{GQ} \]
\[ \text{WHERE} [C]_C \]
\[ \text{RETURN} [R]_C \]
\[ [M]_{GQ} = [P_1]_{GQ} \oplus \cdots \oplus [P_n]_{GQ} \]
\[ [P_i]_{GQ} = [P]_C \cdots [P]_C \]  \quad | \quad P_{k+1} \in P_i \]

For the distinction of different cases in Equation (5.7a) each PatternElement is seen as its abstract definition, i.e. the tuple of an identifier \( y \), the node \( v \) or edge \( u \) itself, the labels or type \( L \), and the corresponding set of attributes \( A \).

\[
\begin{cases}
(y;[L]_C[A]_C) & \text{if } P_{k} = (y, v, L, A) \land v \in V \\
-[y;[L']_C[A]_C] & \text{if } P_{k} = (y, e, L, A) \land e \in E \land P_{k-1} = (\_, u, \_) \land P_{k+1} = (\_, v, \_) \land u, v \in V \land \rho(e) = (u, v) \land \\
<-y;[L']_C[A]_C] & \text{if } P_{k} = (y, e, L, A) \land e \in E \land P_{k-1} = (\_, u, \_) \land P_{k+1} = (\_, v, \_) \land u, v \in V \land \rho(e) = (v, u) \land
\end{cases}
\]

\[ [A]_C = [(p_1 = c_1, \ldots, p_n = c_n)]_C \]
\[ [(p_1 = c_1, \ldots, p_n = c_n)]_C = \{p_1;c_1 \oplus \cdots \oplus p_n;c_n\} \]
\[ [L]_C = [l_1 \ldots l_n]_C = l_1 \oplus \cdots \oplus l_n \]
\[ [L']_C = [l_1 \ldots l_o]_C = l_1 \oplus_1 \cdots \oplus_1 l_o \]

Depending on the context around any present PatternElement \( P_{k} \), each individual element is constructed to Cypher concrete syntax and represents:

- **Nodes** in Equation 5.7a 5,

\[ \text{Attributes are properties. I use } A \text{ to avoid name clashes in the equations} \]
\[ \text{Includes PatternElements which have no left and/or right neighbor, i.e. } P_{k \pm 1} \in \varepsilon \]
• Right directed Relationships in Equation 5.7b, or
• Left directed Relationships in Equation 5.7c.

The relationship direction is conserved by falling back to the relationship direction information in $\rho(e)$. Lastly, in Equations (5.10) to (5.11) the Labels and Attributes of each GraphElement are reduced to the list representation using the corresponding separators and syntactical extras such as brackets defined in the Cypher language.

5.4.3 Representation of domain descriptions

The Domain Description language is used to represent the EISE domain within the queries (FR3). This language aggregates the knowledge of the domain concepts and their relations as a user model instead of as a meta-model. The language is designed so that the domain concepts modeled in a domain model can be instantiated and referenced within a GQL, subsequently grounding the query in the domain. This grounding functions similarly to a schema known in relational databases, however the domain model is a model created by domain experts themselves and developer queries directly link to it. This allows to easily maintain and evolve domain representations according to the real world while also propagating the changes to all

![Figure 5.5: The meta-model of the Domain Description language. Dashed concepts are part of the dependent Graph and Type languages.](image)
corresponding queries (without the need to update a meta-model by language designers).

Figure 5.5 on the facing page shows the proposed meta-model of the Domain Description language. The language depends on the previously presented graph language (cf. Figure 5.3). It reuses (i.e. combination of referencing and extension) the graph language and provides two top-level concepts which specialize a Graph: 1) DomainDescriptionGraph and 2) DomainInstanceGraph.

The former DomainDescriptionGraph is the specialized graph used to represent the domain concepts and their relations by using DomainNodes and DomainRelationships. DomainElements can contain any number of DomainProperties. These properties differ from the Property concept in the Graph language such that instead of a constant value, a Type from the available Type language(s) is provided. The DomainLabels also differ from the traditional labeled property multigraph definition as their cardinality is reduced to one, thus increasing the model specificity. The possibility to reference a Type for each DomainLabel allows to further ground the type of DomainElements to already present types in the Type language or domain-specific Type specializations available in the domain.

In contrast to this, the DomainInstanceGraph (which is technically also a graph) allows to define DomainElementInstances, which specialize the already existing GraphElements. DomainElementInstances are intended to be used within matching patterns of a GQL and conceptually represent individual instances of the anonymous abstract DomainElements. The specializations DomainNodeInstance, and DomainRelationshipInstance thus use the common GraphElement features and additionally require a reference to an existing DomainNode or DomainRelationship respectively. This required reference represents the grounding of a DomainElement via reference to the concepts defined in a DomainDescription (FR4). The DomainPropertyInstance concept held by DomainElements similarly provides the means to represent a specific instances of a DomainProperty. In contrast to the Graph language, the DomainPropertyInstances contain a constant value and their name and type is derived from the referenced DomainProperty. At the same time, non-grounded properties can be specified as the DomainElementInstance specializes a GraphElement which in turn provides the “anonymous” Property concept.

Semantically, a DomainDescriptionGraph DDG operates similarly to the previously shown graph (cf. Section 5.4.1 on page 84). However, for each edge the number of labels $|\lambda(e)|$ is limited to one for this graph.

$$[[\text{DDG}]]_{\text{DD}} = G$$

where $G = (V, E, \rho, \lambda, \sigma)$

$$\forall e \in E : |\lambda(e)| = 1$$

(5.12)
Analogously to the semantics for graph queries in Equation (5.4) on page 87, the semantics of DomainElementInstances embedded within a graph query $Q^{DD}$ are described by the following statements:

$$Q^{DD} = (M^{DD}, C, R)$$ (5.13)

$$\llbracket (M^{DD}, C, R) \rrbracket_C = \text{MATCH} \llbracket M^{DD} \rrbracket_{DGQ}$$

$$\text{WHERE} \llbracket C \rrbracket_C$$ (5.14)

$$\text{RETURN} \llbracket R \rrbracket_C$$

$$\llbracket M^{DD} \rrbracket_{DGQ} = \llbracket P_1^{DD} \rrbracket_{DGQ} \oplus \cdots \oplus \llbracket P_n^{DD} \rrbracket_{DGQ}$$ (5.15)

$$\llbracket P_i^{DD} \rrbracket_{DGQ} = \llbracket PE_1^{DD} \rrbracket_{DGQ} \cdots \llbracket PE_m^{DD} \rrbracket_{DGQ}$$ (5.16)

The Pattern $P_i^{DD}$ listed in Equation (5.16) represents the elements of the MATCH clause $M$ such that $P_i^{DD} \subseteq M$. A key difference to the default semantics in Equations (5.4) to (5.6) on page 87 is the change that the PatternElements $PE_i^{DD}$ of each Pattern $P_i^{DD}$ within the set of provided Pattern in $M$ can be a DomainElementInstance (Equations (5.14) to (5.15)).

As a result, the individual PatternElements $PE_k^{DD}$ (i.e. either Node or Relationship), that make use of the domain description specializations DomainNodeInstance or DomainRelationshipInstance concepts, are reduced corresponding to Equations 5.17a to 5.17c. Their refer-
ence to the corresponding DomainNode and DomainRelationship is expressed in the corresponding use of target language syntax which expresses a Cypher node or relationship respectively. Similarly to the default semantics for PatternElements of the Cypher language as listed in Equation (5.7a) on page 87, the semantics for queries with domain knowledge distinguish nodes and relationships. PatternElements are still seen as a tuple of an identifier $y$, the node $v$ or relationship $u$, the labels or type $L$, and the corresponding set of attributes $A$. The central difference of the semantics is that domain description information (i.e. the node/relationship reference) is used as the node label or relationship type $L$ respectively. Identifier and properties are transferred analogously, while relationship direction is conserved by falling back to the relationship direction information $\rho(e)$ of the domain description graph. In case $PE_k$ is not a concept related to the domain description, the default Cypher semantics are applied (Equation 5.17d) as described by Equation (5.7a) on page 87.

5.4.4 Representation of time

As identified in the domain analysis, the ability to express temporal properties of queries is an important factor in the query design process (FR5). Queries on domain knowledge are often formulated with temporal properties relative to their execution time [All84; TB09; Bal+17] and are thus treated specifically in this thesis. For example, a query can target information from within the last $n$ seconds (i.e. an interval starting $n$ seconds ago until now), or at exactly $n$ seconds ago (i.e. a point in time which lies exactly $n$ seconds in the past).

The time languages are thus constructed to allow to formulate time constraints and attach them to queries or its elements. I separate this task into three languages (NFR1, NFR3): 1) Time 2) Relative Time, and 3) Temporal Graph Query.

Figure 5.6 depicts the proposed meta-model of the Time language, which provides the fundamental capabilities to represent any point in time or temporal expansion. I base the language design on the Time Ontology in OWL as presented by the World Wide Web Consortium (W3C), which gathers the core temporal classes, their topology, and principles (cf. Section 4.5.4 on page 70) [W3C17; HP04]. At the language core the TimeDescription concept represents temporal entities, which are expressed either as Interval or as Instant concepts. An Interval can have two distinct forms and is either a DurationInterval consisting of an Instant and a Duration referencing the start and duration of the interval, or an InstantInterval which holds two Instants referencing the start and end of the interval. A time Instant itself is a precise TimeDescription, which holds all required attributes.

---

6 Attributes are properties but to avoid naming clashes in the equations the identifier $A$ is used here.
time related elements to represent a certain point in time. To allow the description of a point in time with a given tolerance, I further add the ToleranceInstant. This concept specializes a TimeDescription by holding an Instant to represent a point in time and a Duration representing the tolerance around this point (NFR1). Though this ToleranceInstant could also be expressed with a corresponding Interval and suitable concrete syntax or language pragmatics, I chose this explicit representation to clearly formulate tolerances in the model.

The Time language is independent from the other languages of this approach (FR4) and I further specialize temporal descriptions in the Relative Time language depicted in Figure 5.7 on the next page. The goal of this language in the overall language composition is to allow the representation of temporal constructs relative to a temporal reference point. The addition of the RelativeTimeDescription concept provides the possibility to express these relative time constructs by being an Instant specialization, which also holds an additional Anchor and Offset. This description of a point in time with a given offset
allows to create TimeDescriptions that are relative to a given point in time (e.g. the query execution time).

Semantically, the Time and Relative Time languages provide corresponding expected behavior. Every TimeDescription is reducible to either a single point in time (i.e. an Instant) or a set of multiple points in time (i.e. an Interval). For the usage in the EISE domain, I chose a point in time such as a ProperInstant reduces to the equivalent POSIX Time representation:

\[
[\text{PI}]_{\text{RT}} = [\text{PI}]_T = [\text{PI}]_{\text{POSIX}}
\]  

Further, a RelativeTimeDescription RTD adds an Instant specialization which is denoted by the tuple of an Anchor \(A\) and an Offset \(\text{OFF}\), which are semantically reduced to a joint ProperInstant based representation using common time arithmetics [All84]:

\[
[\text{RTD}]_{\text{RT}} = [(A, \text{OFF})]_{\text{RT}} = [(A]_{\text{RT}} + [\text{OFF}]_T
\]  

\[
= ([\text{PI}]_T + [\text{OFF}]_T)
\]

Figure 5.8 and Figure 5.9 on the following page depict exemplary temporal expressions which are expressible using the above presented languages. The Time language provides four absolute temporal constructs users can use to express temporal expansions. Figure 5.8 on the next page shows these four types and the concepts which are used to construct each temporal expansion: A ProperInstant (PI) allows to represent a single point in time, while the extended version, a ToleranceInstant (TI) describes a point in time with a given tolerance around it (technically representing an Intervall). Intervalls can either be based on given start and end Instants (II) or based

---

The number of seconds since January 1, 1970 midnight +00:00, minus leap seconds
Figure 5.8: Timeline of all four absolute temporal expressions expressible using only the Time language. The indicated involved concepts are named after the initials of concepts shown in Figure 5.6 on page 92. Normal lines indicate properties defined by the user, dashed lines are the resulting temporal boundaries.

Figure 5.9: Timeline of exemplary complex temporal expressions expressible using both the Time and Relational Time languages. The indicated involved concepts are named after the initials of concepts shown in Figure 5.6 on page 92 and Figure 5.7 on the previous page. Normal lines indicate properties defined by the user, dashed lines are the resulting temporal boundaries.

on start Instant and Duration (TI). Combination of the Time and Relative Time language allows to define temporal expansions which are anchored to a set point in time. Additionally, the user provides an Offset which is added relative to the Anchor as show in Equation (5.20) on the preceding page. For the EISE domain, I chose a SymbolicAnchor SA representation, which expresses the query execution time. Figure 5.9 shows four examples of possible relative temporal expressions. The most left example is produced by creating an InstantInterval which holds two RelativeTimeDescription. These relative concepts act in this constellation as Instants and thus represent the start and end of the Interval. Many more combinations are possible using the Relative Time language by combining them with the concepts of the Time language. While the languages conceptually allow the representation of all required temporal expansions, it is important to note that the concrete syntax and language pragmatics need to ensure that the interface for the users is simple and hides unnecessary complexity of time expansion composition.

The adapter Temporal Graph Query language functions as the combination language of temporal features provided by the Time language, the Relative Time language and query capabilities provided by the Domain Graph Query language (FR5). The result is the additional feature to temporally constrain entire queries or parts of them. Figure 5.10 on the facing page shows the meta-model of this language which adds the two central capabilities of

a) Annotating DomainElements as timed elements thus declaring the time annotation type (left), and
b) Annotating Patterns or PatternElements with a TimeDescription (right).

The Temporal Graph Query language makes great use of orthogonal language composition (NFR3), also referred to as language annotation. This technique allows to annotate any existing node of a given abstract syntax tree (AST) with concepts from other languages without the original AST requiring any knowledge about this addition. I chose this composition approach as time and temporal constraints are actually orthogonal to the queries themselves. Time is a structured and stable domain which has been analyzed extensively and as a result these concepts can reside in corresponding meta-model(s) within the M2 layer. This contrasts to the dynamic and thus unstable domain description where I chose a more dynamic approach moving domain descriptions to user models in the modeling layer M1. Moreover, to be able to express temporal constraints is a crosscutting concern which has applicability at different levels and in a wide range of languages, hence further supporting an orthogonal language composition approach. For the application in queries, this composition type allows a seamless annotation of queries – or parts of it – with temporally constraining information, without changing the query itself. While the considerations shown here are in combination with the Domain Graph
Query language, a similar annotation on the generic Graph Query language is theoretically possible. With no domain-specific knowledge available, however, other mechanisms would be required in this case to ground temporal constraints.

The semantics of the Time language consist of two distinct parts: a) semantics of time representation in a given domain description, and b) semantics of GQL annotations for temporal queries. To explain the semantics of the Time language within a GQL, I base on the semantics for a single pattern-based query $Q$ as shown in Equations (5.1) to (5.3) on page 85 and the semantics of the Domain Description language as shown in Equations (5.12) to (5.18) on pages 89–90.

**TIME REPRESENTATION AND MODELING** First, the definition of a time abstraction (or temporal domain description) needs to be created before the behavior of temporal query annotations can be defined. Different approaches are possible to express temporal properties within a graph-based structure; Figure 5.11 on the facing page shows two alternative variants of time representations on a graph. The first depicted approach (Figure 5.11 on the next page, left) uses the graph structure to represent a timestamp. This approach practically implements a temporal index which is not uncommon in GDB applications [TB09; Sfa+13; SP16]. This feature is usually not implemented within the database itself as proposed here, but rather provided by a dedicated index feature. This additional parallel graph structure allows to inquire time aspects starting directly from time graph elements. Queries targeting nodes related to the individual time constructs can easily be expressed. However, this option allows to only relate nodes to the individual time elements (seconds, minutes, etc.) but does not support to express temporal relationships. The alternative approach (Figure 5.11 on the facing page, right) does not include a separated graph. This representation embeds temporal information into the graph elements via distinct time related properties (i.e. timestamps). In this case nodes and relationships can be annotated with temporal information, allowing for a more flexible domain description. Queries on this abstraction result in a more complex query design: Queries need to be constructed such that they match the desired sub-graph and subsequently the results need to be filtered based on the time constraints. Both approaches allow to represent durations by attaching two temporal elements (e.g. a start and end time or start time and duration) which is helpful for example for data retention strategies.

During the iterative development process I chose the second approach (Figure 5.11 right) for the abstraction of the temporal representation. I use timestamps as distinct properties on nodes and relationships to represent temporal information. Though this approach provides a higher expressiveness for temporal concepts, the challenges
are potentially increased costs in terms of queries complexity within filtering clauses. However, the application of the MDSE approach mitigates this central issue: With the model knowledge available, additional complex statements or query elements can be generated. This reduces the cognitive task for the developer while being able to use a representation of higher expressiveness.

I chose to use the previously introduced DomainDescriptionGraph (Section 5.4.3 on page 88) to indicate the type of abstraction of temporal information. Domain description graph elements (DomainNode and DomainRelationship) can be marked via orthogonal language composition (i.e. concept annotations) as graph components containing temporal information (cf. Figure 5.10 on page 95, right). The resulting Time Graph Query language semantics of a domain description graph, which is annotated with a time description $\mathcal{DDG}^{TD}_{TQG}$, are expressed by Equations (5.21) to (5.22).

$$\begin{align*}
\mathcal{DDG}^{TD}_{TQG} &= (V, E, \rho, \lambda, [\sigma]_{TQG})
\quad | (V, E, \rho, \lambda, \sigma) = [\mathcal{DDG}]_{DD} \\
[\sigma]_{TQG} &= (V \cup E) \times (\text{Prop} \cup [\mathcal{TP}]_C) \\
\text{Const} &= \text{Types} \\
&\rightarrow \text{Const}
\end{align*}$$

Such a domain description graph is represented by its usual graph elements. The semantics for the ParallelTimed temporal annotation simply adds a dedicated TemporalProperty TP containing a user de-
fined property to the \( \sigma \) of the existing graph. This property expresses a temporal abstraction and expects individual timestamps onto \texttt{DomainElements} as depicted in Figure 5.11 (right). Depending on the user data and domain properties the temporal annotation strategy and appropriate semantics can be chosen. The semantics of alternative approaches such as the \texttt{DirectlyTimed} are omitted in this thesis; the alternative approach is provided to highlight the customization aspects of the language design.

\textbf{time annotation in graph queries} The second part of the \texttt{Time Graph Query} language describes the features and the behavior when combined with a \texttt{GQL} (Figure 5.10 on page 95, right). Though these semantics must conform to the time abstraction semantics presented in the previous paragraph, their usage and resulting behavior is transparent to the query designer: Within my proposed languages a pattern-matching query with temporal constraints is expressed by a simple annotation of a \texttt{TimeDescription} on a \texttt{Pattern} or \texttt{PatternElement} (i.e. a matching sub-graph) using a (Relative) \texttt{TimeDescription} from the (Relative) \texttt{Time} language. This annotation holds a time description (i.e. a point in time or a range of time) which describes the temporal constraint the annotated element needs to satisfy. As a result, users of the query language do not necessarily need to be familiar with the underlying temporal abstraction as they simply mark the \texttt{Patterns}, \texttt{Nodes}, or \texttt{Relationships} with an intended temporal constraint. The \texttt{Relative Time} language additionally provides the means to formulate queries relative (i.e. with an \texttt{Offset}) to a set temporal \texttt{Anchor}. In the applied \texttt{Time Graph Query} language for the \texttt{EISE} domain I chose a \texttt{SymbolicAnchor} which references the time of query execution:

\[
(A, \text{OFF}) = (SA, \text{OFF})
\]

\[
= [SA]_{TGQ} + [OFF]_{TGQ}
\]

Equation (5.23) transforms to a representation including the execution time.

\[
[SA]_{TGQ} = \frac{\text{timestamp}()}{1000.0}
\]

\textbf{Equation (5.20)} on page 93 thus transforms to a representation including the execution time.

\[
[RTD]_{RT} = [SA]_{RT} + [OFF]_T
\]

\[
= \frac{\text{timestamp}()}{1000.0} + [OFF]_T
\]
The denotational semantics for queries \([Q^{DD,TD}]_{TGQ}\) grounded into a DomainDescription and temporally constraint by TimeDescription annotations are formulated in Equations (5.27) to (5.36). Initially, the individual query clauses \(M', C', R'\) are obtained following the evaluation of the query \([Q']_{TGQ}\) using Cypher semantics. Query \(Q'\) represents an identical query to \(Q^{DD,TD}\) which is stripped from all time annotations (Equation (5.27)). While the obtained clauses \(M'\) and \(R'\) are reused directly for the evaluation of \(Q^{DD,TD}\) in the Time Graph Query language, additional conditions are concatenated to the filter clause \(C'\) to satisfy time annotation constraints (Equation (5.28)). Time annotations are either defined globally as \(TD^9\) on a complete matching Pattern \(P^{DD}\) (Equation (5.30)) or locally as \(TD^1\) on each individual PatternElement \(PE^{DD}\) (Equation (5.31)). For each locally annotated PatternElement \(PE^{DD,TD^1}\) (i.e. either a node or a relationship) an additional condition is appended to the filtering clause as listed in Equations (5.32) to (5.36). These conditions ensure that the annotated element satisfies the provided time description in compliance to the chosen time model as described in Section 5.4.4 on page 96. Similarly, a global TimeDescription annotation \(TD^9\) on a Pattern \(P^{DD}\) propagates its annotation downward to each PatternElement \(PE^{DD}\) which holds a TimeElement annotation in the domain description (Equation (5.29)).

\[
\begin{align*}
\lbrack Q' \rbrack_C &= (M', C', R') \\
\lbrack Q^{DD,TD} \rbrack_{TGQ} &= MATCH M' \\
& \quad \text{WHERE} \ (C' \oplus AND \ (\lbrack M^{DD,TD} \rbrack_{TGQ})) \\
& \quad \text{RETURN} \ R' \\
\lbrack M^{DD,TD} \rbrack_{TGQ} &= \lbrack (P^{DD,TD^1}_i, TD^9) \rbrack_{TGQ} \oplus AND \ldots \\
& \quad \oplus AND \lbrack (P^{DD,TD^1}_i, TD^9) \rbrack_{TGQ} \\
\lbrack (P^{DD,TD^1}_j, TD^9) \rbrack_{TGQ} &= \lbrack (P^{DD,TD^1}_j, TD^9) \rbrack_{TGQ} \oplus AND \ldots \\
& \quad \oplus AND \lbrack (PE^{DD,TD^1}_h, TD^9) \rbrack_{TGQ} \\
\lbrack (PE^{DD,TD^1}_k, TD^9) \rbrack_{TGQ} &= \lbrack (PE^{DD,TD^1}_k, TD^9) \rbrack_{TGQ} \oplus AND \\
& \quad \lbrack (PE^{DD,TD^9}_k) \rbrack_{TGQ} \\
\end{align*}
\]

\(\forall P_j \in M (5.30)\)

\(\forall PE_k \in P_j (5.31)\)

Any PatternElement \(PE_k\) is either a node or a relationship and hence represented by the tuple of its children \((y, s, \_)_k\), where \(y\) represents the local element identifier (i.e. a local variable) of graph element \(s\) with its properties \(\_\)\(^8\). The individual conditions which are

---

\(^8\) The properties are irrelevant for the semantics on how temporal constraints are constructed and are hence omitted here.
added to the filtering clause follow the denotations in Equations (5.32) to (5.36).

\[
\begin{align*}
((y, s, \_), I) \mathcal{T}_G Q &= y.\mathcal{T}_P C = ([I]_{RT})^c \tag{5.32} \\
((y, s, \_), (I, D)) \mathcal{T}_G Q &= y.\mathcal{T}_P C \geq ([I]_{RT} - [D]_{RT}) \text{ AND } y.\mathcal{T}_P C \leq ([I]_{RT} + [D]_{RT}) \tag{5.33} \\
((y, s, \_), (I, D)) \mathcal{T}_G Q &= y.\mathcal{T}_P C \geq ([I]_{RT}) \text{ AND } y.\mathcal{T}_P C \leq ([I]_{RT} + [D]_{RT}) \tag{5.34} \\
((y, s, \_), (I_1, I_2)) \mathcal{T}_G Q &= y.\mathcal{T}_P C \geq ([I_1]_{RT}) \text{ AND } y.\mathcal{T}_P C \leq ([I_2]_{RT}) \tag{5.35} \\
((y, s, \_), \epsilon) \mathcal{T}_G Q &= \epsilon \tag{5.36}
\end{align*}
\]

Their implications are covered by the five cases where the user provided one of the following concepts:

1. Instant I (Equation (5.32)),
2. ToleranceInstant (I, D) (Equation (5.33)),
3. DurationInterval (I, D) (Equation (5.34)),
4. InstantInterval (I, I) (Equation (5.35)), or
5. None \(\epsilon\) (Equation (5.36)).

The semantics for these conditions implement Allen’s logic and ensure the TemporalProperty \(\mathcal{T}_P\) of each PatternElement lies within the user provided TimeDescription constraint. The source tuples in Equations (5.32) to (5.35) describe nodes and relationships alike, such that \(s \in V \cup E\).

5.4.5 Plug-ins and implementation modules

The three remaining modules shown in Figure 5.2 on page 82 (dashed boxes) Query Execution, Query Analysis, and Query Visualization differ from the previously explained languages in their realization as they are implemented using language pragmatics\(^{10}\) [Rod15a]. These plug-ins and extensions are implementation-specific components and the proposed language architecture enables them to be unobtrusive and not centralized dependent modules. Unlike the language conceptualizations, the implementation of practical features is heavily influenced by the used language workbench, GDB, and GQL.

The Query Execution module provides a bridge between the user query and the storage back-end to allow query execution and presentation of query results. Similarly, the Query Analysis also uses

---

\(^9\) These cases cover both the absolute TimeDescriptions as well as the Relative-TimeDescriptions as the latter are a specialization of the abstract Instant (cf. Figure 5.7 on page 93).

\(^{10}\) Language pragmatics are practical features implemented to enable a certain functionality. Unlike languages, pragmatics are not modeled explicitly as their pragmatic element is closely tied to implementation specific factors.
external tools, which are used to analyze the current query. The obtained results then also need to be evaluated and presented to the users. Lastly, the Query Visualization module provides a different concrete syntax of a user query.

The type of implementation (i.e. how it is integrated) depends strongly on the used language workbench. For example, when using JetBrains Meta Programming System (MPS) as the target platform, the visualization needs to be integrated using a MPS Java plug-in module and can make use of the projectional editing feature to provide an individual projection of a query that shows the matching sub-graph pattern(s).

5.5 Technology Mapping

The language descriptions are implementation-independent and formulated from a conceptual perspective. The decisions in the technology mapping consequently summarize the conceptual decisions leading up to this point. These conceptualizations are linked by the mapping to the underlying implementation (RQ4). Figure 5.12 on the following page presents this mapping and covers the language layer, conceptual layer and implementation layer. The mapping starts at the tool level (top) and increases with respect to specificity via each of the three layers a) language layer, b) conceptual layer, and c) implementation layer.

The language layer picks up on the language composition in Section 5.4 and proposes my decision to use MPS as the language workbench for DSL implementation. This choice allows to realize individual requirements via provided features of the language workbench. Factors regarding language composition (NFR3) and system integration (FR7, NFR4, NFR5) are implemented using MPS’s extensive language composition and IDE generation features. Further, orthogonal features such as lifted feedback and visual representations are well supported via the projectional editing features in this particular language workbench (FR5, FR6 and FR8). Lastly, the provided BaseLanguage provides a DSL and generators for the GPL Java and thus supports the decision considering developer bias and implementation system architecture (FR6, NFR1, NFR5).

The implementation layer presents the specific software, libraries, and technologies chose for the implementation of the vertical prototype. Middleware and domain types use the Robotics Service Bus (RSB) ecosystem (rsb-java, rsb-proto, and rsb-proto-csra) which is also used in the CSRA project. This fosters the system integration and allows to use domain-specific Robotics Systems Types (RST) types for grounding in the existing environment (FR7, NFR1, NFR5). I use the combination of Neo4j and Cypher as the technological basis for GDB, GQL, and GQL engine. Their combination presents an optimal choice
Figure 5.12: The technology mapping binding the system architecture shown in Figure 5.1 on page 80 and composing languages in Figure 5.2 on page 82 to specific conceptual abstractions and specific implementation technologies applicable in the EISE domain. The specialization starts at the top from the intended tooling and increases in specificness with each layer to the bottom. Grayed elements are not used/implemented in the vertical prototype of this work.

(cf. Section 2.2 on page 14) for the application in the EISE domain. The usage of Cypher fulfills NFR1 with its closeness to known well known query languages such as SQL. Access further is simplified using the java-cypher-ogm wrapper allowing to execute queries towards Neo4j while keeping node and relationship type safety according to the domain description. Other access to the database is realized via the REST API, e.g. for the extraction of query profiling from the query engine. Lastly, graph visualizations within the created tooling makes use of the perfuse graph visualization library. The creation of relatively timed queries makes use of the joda-time library to easily compute time element relations.

5.6 SUMMARY

This chapter presents an implementation-independent conceptualization of the application of a MDSE approach for the EISE domain. As the basis for the abstractions proposed in this chapter, the objectives, eight functional, and five non-functional requirements are extracted. These requirements are derived from the domain analysis and objectives of the approach previously presented in this thesis. The following implementation-independent system architecture specifies the concepts involved in the targeted system and relates the individual structural elements of the target IDE to the OMG layers. A further contribution of this chapter is the detailed language composition and modularization description. The presented languages and their relations are extensively described and discussed individually. For each language intersection denotational semantics are presented that show...
the intentions and usage of resulting languages and concepts. This involves languages representing of a labeled property multidigraph, domain descriptions, pattern based graph queries, and (relative) time constrained queries. Lastly, this chapter presents a mapping of the extracted theoretical ideas and conceptualizations into the technological implementation real-world. This chapter is the theoretical foundation for the next chapter in which the applied MDSE is presented which yields a vertical prototype of the core features. The created prototype serves as a proof for the applicability of these theoretical abstractions and simultaneously serves as the tool used for the evaluation of the approach in the subsequent chapter.
Part IV

MODEL-BASED SUPPORT FOR BEHAVIOR DEVELOPERS

The fourth part presents a *vertical prototype* which implements the requirements and provides support for application developers.
This chapter presents details of the implementation (RQ4) of the individual domain-specific languages (DSLs), the language pragmatics, automation aspects of the MDSE application in a research setting, and finally the combined integrated development environment (IDE). The contributions are based on the previously defined a) system architecture, b) implementation-independent language meta-models, c) denotational semantics for composed languages, and d) the technology mapping. The content of this chapter is thus anchored in the phases Phase P3. Language Implementation and Phase P4. Automation of the development cycle proposed in Section 3.3 on page 44. Similarly to previous chapters, the presented implementation results from multiple development iterations within the Cognitive Service Robotics Apartment as Ambient Host (CSRA) project. However, in contrast to the theoretical considerations in the previous chapter Chapter 5, I present the implemented languages and highlight implementation specific changes if applicable. Changes to the meta-models are required if for instance a certain feature is not supported by the used language workbench. One example for this is single cardinality only references in MPS. To implement references with multiple cardinality a helper concept needs to be introduced which holds a list of the references. As a final contribution of this chapter, I present the EISE Query Designer (EISEQD), the current version of the vertical prototype of the query IDE. I provide a view from the user perspective on how to create a domain description, declare temporal entities, and combine these features in the query design process. A version of this IDE was used for the user study and evaluation in the following Chapter 7.

6.1 LANGUAGE IMPLEMENTATION

The implementation of the presented languages is carried out using the language workbench JetBrains Meta Programming System (MPS). The clear separation of a language into individual language aspects in MPS provides the development process with dedicated support for
language development. As such, the language creation is clearly separated into:

- **Abstract syntax** of a language is defined via the structure aspect,
- **Concrete syntax** is implemented using the editor aspects,
- To restrain the model and to conform to the desired language semantics one can use the constraints aspects, typesystem aspects or dataflow aspects,
- **Model-to-model (M2M)** and **model-to-text (M2T)** definitions are done in the generator aspects and textgen aspect,
- All other elements, such as language pragmatics, can be defined in actions aspects or other user created aspects.

Further, using a projectional editor such as MPS allows to lift certain language pragmatics from the language layer into separated modules. For example, visualizations are not languages themselves but rather

![Diagram](image-url)

**Figure 6.1**: Language composition implemented. Dependencies into JetBrains MPS internal modules are omitted for the sake of readability.
provide an additional *concrete syntax* to an existing language via an implementation *module* containing no new abstract concepts. This allows to extend languages easily and transparently to the users (e.g. by providing dedicated visual projections of the *model*).

### 6.1.1 Language composition

I compose the set of languages using multiple *MPS modules*, which provide abstractions for individual sub-domains and/or solve other technological hurdles. The implementation was created based on the language independent considerations in the previous Chapter 5. The current iteration of the language dependency graph is shown in Figure 6.1. The composition depicts the languages, *solutions*, and implementation *modules* as well as the corresponding interconnections using MPS notations of *module* extension, dependence, and use.

The use of these is supported via *Devkits* which bundle up MPS *modules* and can be imported to jointly provide all dependencies for a certain functionality. Figure 6.2 additionally shows the provided *Devkit* structure. Each *Devkit* abstracts a sub-domain or larger parts of each, for example the *Time Devkit* provides the dependencies to

![Diagram](image_url)

**Figure 6.2:** *Devkit module* composition which provides the final abstraction layer for users. Each *Devkit* aggregates multiple *modules* from the implemented languages shown in Figure 6.1 and from MPS internal *modules*. The aggregated *modules* are omitted for readability. Only the final *ExtendedCypher Devkit* is required for a user *solution* which provides all *EISEQD* capabilities.
Table 6.1: Statistics on the implemented languages covering details for all MPS aspects. Language coupling is expressed by showing references, aggregations, implementations, and extensions used.

<table>
<thead>
<tr>
<th>Module</th>
<th>Concepts</th>
<th>Interfaces</th>
<th>Enums</th>
<th>Properties</th>
<th>References</th>
<th>Aggregates</th>
<th>Implements</th>
<th>Extends</th>
<th>Editor</th>
<th>Constraints</th>
<th>Behavior</th>
<th>Typesystem</th>
<th>Intentions</th>
<th>Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cypher</td>
<td>110</td>
<td>35</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>79</td>
<td>79</td>
<td>116</td>
<td>70</td>
<td>11</td>
<td>7</td>
<td>41</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>C.Neo4j</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.Neo4j.Script</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>C.Neo4j.Exec</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.Explain</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.Vis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DGD</td>
<td>25</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>22</td>
<td>22</td>
<td>28</td>
<td>44</td>
<td>9</td>
<td>3</td>
<td>19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CypherDGD</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Time</td>
<td>23</td>
<td>2</td>
<td>15</td>
<td>26</td>
<td>0</td>
<td>26</td>
<td>11</td>
<td>24</td>
<td>18</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>RelativeTime</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CypherTime</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Dot</td>
<td>25</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>19</td>
<td>11</td>
<td>22</td>
<td>22</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DepDiagram</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>13</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>217</td>
<td>49</td>
<td>23</td>
<td>58</td>
<td>21</td>
<td>167</td>
<td>158</td>
<td>223</td>
<td>185</td>
<td>28</td>
<td>49</td>
<td>70</td>
<td>23</td>
<td>5</td>
</tr>
</tbody>
</table>

The Time and RelativeTime languages as well as the TimePlainText generator. The ExtendedCypher Devkit jointly provides all required dependencies for the full capabilities of the Embodied Interaction in Smart Environments (EISE) Domain Query Designer.

The full meta-models of the implemented languages are omitted at this point as the languages contain many implementation and tool specific decisions. This is the result of the language mapping and other resulting implementation-specific constraints. Nevertheless, the meta-models of the shown modules conform to the theoretical descriptions in Chapter 5. Table 6.1 provides information on the complexity of the implemented languages. The table shows statistics of all languages implemented in this work by listing the total amount of elements for each language aspect (structure, editor, constraints, behavior, typesystem, intentions, and actions). In addition, the structure aspect is further unraveled and separated into its composing elements and relation types: concepts, interfaces, enumerations properties, references, aggregations, implementations, and extensions. The numbers show, that central languages of the composition (compare Figure 6.13) contribute the most concepts in their implementation: The Cypher lan-
Figure 6.3: Alluvial diagram of the implemented language dependencies. Connections from concepts of languages on the left to concepts of languages on the right indicate a dependence between languages. The thickness of the connecting lines represent the amount of connections causing these dependencies (i.e. the sum of properties, references, aggregations, implementations, and extensions as shown in Table 6.1). The opacity of connections to the **BaseLanguage** is reduced to increase overall visibility.

A **Cypher** language provides 110 concepts, the DomainGraphDescription (DGD) language provides 25 concepts, and lastly the **Time** language provides 23 concepts. At the same time, these languages also make increasing use of coupling relevant connections, such as extension or aggregation. The other languages provide comparably low numbers of new concepts but rather provide individual features beyond the extended languages on which they depend. To further analyze the language coupling, the alluvial diagram shown in Figure 6.3 gives detailed information on all existing connections between languages concepts. In this depiction, all languages on the left side have connections from their concepts (colored lines in the center) to any concept of other languages on the right side. The connections are composed of all dependency introducing structure aspects: The sum of properties, references, aggregations, implementations, and extensions as listed in Table 6.1. The height of the black bars of each language represents the sum of concepts, interfaces and enumerations, while the thickness of the connecting lines corresponds to the amount of connections. For example, concepts of the **Cypher** language connect to a total of 212 concepts within itself and further 73 connections exist to the **BaseLanguage**. This diagram shows three key properties of the implemented languages.

First, a sizable portion of the connections of most languages are to the **BaseLanguage**. This is to be expected as language development
using MPS generally results in a heavy usage of this fundamental language. If one chooses to not use the \texttt{BaseLanguage}, many low level mechanisms need to be implemented by hand. Not reusing the available and highly tailored \texttt{BaseLanguage} would result in unmanageable implementation effort.

Second, the implemented languages exhibit low coupling. The concepts of languages are mostly connected to other concepts within the same language. Examples for this type of connection are shown in the meta-models of the languages in Chapter 5: Each arrow of a meta-model counts as a connection. The only languages directly involving other languages besides the \texttt{BaseLanguage} are the \texttt{RelativeTime} language (connecting to the \texttt{Time} language) and the \texttt{CypherDGD} language (connecting to the languages \texttt{Cypher} and \texttt{DGD}). This low coupling factor of the implementation results from the detailed language composition planning in Section 5.4.

Third, the orthogonal language composition, which makes use of language annotations, can be identified as no dependency between the involved languages are present. As such, the \texttt{CypherTime} language is only connected to the \texttt{BaseLanguage} which provides the annotation feature as a part of the language workbench but no connection exists to the \texttt{Cypher} language (cf. Section 3.1.2.4). Consequently, no direct dependencies were introduced between the languages \texttt{Cypher}, \texttt{Time}, and \texttt{CypherTime}.

In the following I present each of the language modules in depth and explain the necessity and overall integration.

6.1.2 \textit{Graphs and graph query languages}

The implementation of the graph query language (GQL) is based on the Cypher language. As such, the language implementation diverts from the usual approach in which the implementation closely follows the implementation-independent meta-models. The Cypher language was hence developed alongside the Extended Backus–Naur Form (EBNF) grammar definition of openCypher\footnote{The EBNF grammar version M15, as published on \url{http://www.opencypher.org/resources} [Neo15]} (see Listing 5.1 on page 86 for an example excerpt from this grammar). As the formalization provided by the openCypher initiative does not contain all features used in the existing Cypher implementation contained in the Neo4j Graph Database Management System (GDB), I implemented additional languages covering these features. As a result, the Cypher.neo4j language and the Cypher.neo4j.script language further depend on the base Cypher language (cf. Figure 6.13 on page 123). Following this implementation approach, no additional graph language implementation is used in the vertical prototype.
6.1 Language Implementation

Structurally, the implemented concepts in the Cypher language rely heavily on the basic concepts provided by the MPS Baselanguage. Any extension provided by other languages make use of these shared common Baselanguage concepts and interfaces (e.g. BaseConcept, Expression, or INamedConcept). The resulting structures representable by the Cypher language conform to the implementation-independent descriptions in Section 5.4.1 on page 84 and Section 5.4.2 on page 84 and further also provide all query capabilities the Cypher query language allows (e.g. graph traversal queries and graph algorithms).

In sum, the Cypher related languages consist of 165 concepts with an expected degree of coupling (Table 6.1). The central top-level concepts (root concepts) provided by the Cypher related languages are

- Cypher Query,
- Cypher Query Collection,
- Neo4j Query Execution, and
- Neo4j Query Script.

The concrete syntax of the Cypher language is an unchanged implementation based on the grammar definitions. Figure 6.4 shows a short concrete syntax example as presented by this language. Corresponding editor aspects are thus implemented to provide a seamless language interface.

The Cypher language already provides users with query design supporting features beyond the default state-of-the-art tools such as the Neo4j web interface. Besides syntax highlighting, completion for node and relationship concepts, local variable names, properties (via common dot notation), labels, and basic types are provided. For example, the string type in the first matching pattern shown in Figure 6.4 is inferred from the user input in the property assignment. The type system also checks function calls and the individual clauses, such that for example the WHERE clause always evaluates to a boolean value. If statements are created, which have not attached type information (e.g. by accessing node properties), a warning message is displayed.
informing the user that the type system cannot ensure type safety for this concept. Additionally, various intentions are present which allow to do common mundane tasks, such as switch direction of a relationship or surround statements with a function call.

The Cypher language also includes a separated $M_2T$ generation module using the existing text generator plug-in\(^2\). As a result, plain text Cypher queries can be generated from the representations in MPS. The separated Neo4j.Execute language makes use of this generation target and uses the generated text artifacts to execute them on an existing Neo4j database. Following languages make use of $M_2M$ transformations to convert their language specific additions into the Cypher language meta-model.

6.1.3 Domain description language

In contrast to the Cypher language, the DomainGraphDescription (DGD) language is implemented closely to the theoretical meta-model shown in Figure 5.5 on page 88. The language fully conforms to the theoretical considerations in Section 5.4.3 on page 88. The Node and Relationship concepts are grounded in the Baselanguage as Expressions and can thus further be embedded in the existing Expression language. Additionally, Relationships further specialize BinaryOperations for seamless integration as operators within Expressions.

The DGD language consist of a total of 29 concepts with a total of 73 relations to other concepts. Two central top-level concepts allow to describe a) DomainDeclarations to model concepts and relations of a domain, and b) DomainInstantiations to create certain instances of concepts and relations in a DomainDeclaration.

Figure 6.5 on the facing page shows the concrete syntax provided to create Domain Declarations consisting of Entities and Relationships. Each concept is visually contained via vertical surrounding brackets. This declaration is executed in user solutions and allows domain experts to create their model of the domain instead of a meta-model. As shown in the depiction, suitable scoping rules in the DGD language ensure that code completion suggestions provide contextually correct concepts. The types which are used to denote properties are reused from the Baselanguage and cover common basic data types. Instances of the declaration concepts defined in the domain declaration can be used to compose actual concrete instances of the domain, as shown in the concrete syntax example in Figure 6.6 on the next page. The instances allow to define their stereotype (e.g. «Person») and subsequently provide access to the schema defined in the corresponding Domain Description. Again, scoping is provided, but in this case a further reduction of offered concepts is computed. For the depicted example, the only stereotype allowed for the right instance is

\(^2\) https://jetbrains.github.io/MPS-extensions/extensions/plaintext-gen/
6.1 Language Implementation

The Time language implementation is inspired by the Time Ontology in OWL as presented by the World Wide Web Consortium (W3C). This ontology gathers all central temporal classes, their topology, and principles [W3C17; HP04]. The final implementation is comprised of 40 concepts in total of which a 15 concepts are specialized enumerations. The time domain has multiple predefined ranges of constants (e.g. timezones, weekdays, or number of seconds with a minute) and thus this language requires this increased amount of enumeration concepts. The implementation conforms to the meta-model as presented in Figure 5.6 on page 92 and is fully independent of all other languages presented in this thesis. However, the Time language also depends upon the internal Baselanguage for eased language composition. As a general language to express time related elements, this lan-

---

Figure 6.5: The concrete syntax provided by the domain description language allows to describe Entities (surrounded by green brackets) and Relationships (surrounded by magenta brackets).

Figure 6.6: Additional concrete syntax used by the Domain Description language to express instances of the Entities and Relationships shown in Figure 6.5.

a Room as the description only defines this Relationship. Similar completions are provided when accessing Properties, however Generic Properties not defined in the description are also allowed (resulting in a warning due to missing type support).
guage provides top-level concepts for Instants, Intervals and Durations. Figure 6.7a depicts examples for the concrete syntax included in the language. Additionally, included language pragmatics are shown, such as intentions for time selection or time zone completions based on the time zone enumerations.

The expression of relative time concepts is provided by the Relative Time language. In contrast to the Time language, the Relative Time language contains only eight concepts in total as it mainly relies on the Time language and extends it with feature to represent relational temporal expansions. The implementation of this language is also conforming to the theoretical considerations in Figure 5.7 on page 93. Though the Relative Time language is an intermediate language, it also provides top-level concepts and suitable language pragmatics to describe relational time descriptions as shown in Figure 6.7b. Figure 6.7 shows multiple examples of the editor representations of time related concepts.

6.1.5 Model transformations and generation of queries

The generation of artifacts of the different models and representations fall back onto the underlying GQL which is Cypher. The implemented generation plan thus initially transforms all concepts expressed in higher order languages (e.g. domain description instances or time constraints) to the GQL representation via the provided M2M transformations. Therefore, the denotational semantics as explained in Section 5.4 on page 81 are implemented by the M2M transformation generators. A dedicated GQL M2T generator then transforms this common model to the textual representation pendant using the corresponding reduction rules for each concept.

Figure 6.7: Concrete syntax examples provided by the Time (left) and Relative Time language (right) languages used to express time related concepts.
Figure 6.8: Excerpt of the Cypher generator used to generate plain text Cypher queries. The complete generator is separated into its own module and the shown part contains the reduction rules for Node and Relationship concepts.

Technologically, the generation implemented is designed for extensive language composition and diverse options for (future) integration, by practicing separation of concerns. As such, each language, generator, implementation module, and build module is implemented in a dedicated project. The generation pipeline reuses the Plaintex plug-in\(^3\). This allows to create dedicated M2T generators using the full MPS generator feature set, instead of the integrated easy to use but feature wise simplified internal textgen language aspect. With the generators extracted into their own languages, the DSLs are independent from the generation step. Multiple generators for different targets can be defined and co-exist. The users can chose the generators (or generator plans) involved in the generation step for their application. One example for this feature is the Cypher to text generator which creates plain text from the query, while another generator can generate source code for the Neo4j Object Graph Mapping library.

Figure 6.8 shows an example screenshot of the Cypher text generator implemented in the vertical prototype. The generator resides within its own language and solely provides a transformations for the parent Cypher language: Language concepts are generated into their corresponding textual representations. The example depicts four reduction rules for the concepts GenericPropertyOperation, Node, Relationship, and CypherExpression. With the help of MPS’s template language, each concept is reduced to its concrete syntax elements,
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\(^3\) This plug-in is part of the officially by JetBrains supported community MPS extensions at https://github.com/JetBrains/MPS-extensions
Figure 6.9: Temporal query constraint generator example showing an excerpt of the $\text{INSERT}$ macro generating temporal constraints.

for example by looping over child concepts ($\text{LOOP}$), calling subsequent reduction rules ($\text{COPY\_SRC}$), or by condition reduction ($\text{IF}$). The latter example is selected and in the inspector at the bottom of the screen the condition is resolved via the actual node direction defined in the user model.

Figure 6.9 shows another generator example to illustrate the temporal constraint generation. This excerpt realizes a small part of the language behavior described in the denotational semantics presented in Equations (5.27) to (5.36) on pages 99–100. It traverses the available Match statements and appends a new GreaterThanOrEqualsExpression, which conforms to the TimeAnnotation attached to the current Relationship. The presented code uses the internal SModel language, which allows to query and modify MPS models for, to perform the M2M transformations.

### 6.1.6 Language pragmatics and implementation modules

The implementation of language pragmatics and model checking features follows the description of the implementation-independent language composition (cf. Figure 5.2 on page 82). As a result, these features are split off into independent modules, languages, or behavioral

---

aspects of existing languages. Pragmatics implemented in the vertical prototype of this thesis include:

1) **Query execution**: Capability to directly execute a query from within the IDE. Queries are transformed, send to a Neo4j GDB via the REST Application programming interface (API), results are retrieved and lastly displayed to the users.

2) **Query pattern visualization**: The (sub-)graph pattern of a query are additionally visualized next to the query in a separated projection of the abstract syntax tree (AST).

3) **Temporal query constraints**: Attaching temporal constraints onto queries is enabled using MPS’s intentions aspect.

4) **Extraction of nodes, patterns, or other local variables**: Common helpers allowing to transform a query by extracting parts of it into own modules.

5) **Automatic local variable name specifications**: Convenience functionality, which generated local variable names based on the used concepts.

6) **Query analysis and visualization**: Capability to analyze a query from within the IDE. Similar to the execution feature, but uses the Neo4j internal EXPLAIN functionality to obtain a query analysis.

7) **Language composition visualization** Provides a visualization of the underlying language composition by traversing the dependency tree and generation a graph using the DOT format. This feature is mainly for development purposes to ensure that the theoretical language composition is realized and to identify necessary changes.

8) **IDE generation** The generation of an independent domain-specific IDE is implemented using the MPS internal Build language.

In the following paragraphs, I highlight pragmatics implementation of the exemplary items 2) the query pattern visualization, 6) the explain feature selected, and 7) language composition visualization.
Custom editor hits are used to provide an additional concrete syntax projection of a query. The depicted example shows a visualization of a query as a graph to foster the understanding of pattern structure.

6.1.6.1 Visualization

Figure 6.10 show an example query with an activated visualization for existing patterns in a MATCH clause. This visualization is realized using MPS’s editor hints feature allowing to provide projections (i.e. coexisting different concrete syntaxes) for any defined concepts. Figure 6.11 on the next page shows the corresponding editor hints implementation of this projection. The Cypher.visualization language provides its projection via a separated editor definition for the existing concept Pattern of the Cypher language. The existing concrete syntax is reused and the graphical representation embeds below as a $swing component$, which provides a Java swing graphical user interface object. This swing object is further defined in the inspector view at the bottom of Figure 6.11, where implemented the Java code creates and returns the PatternPrefuseVisualisation object. All custom Java classes necessary are bundled with in the language behavior aspects, while the library runtime (i.e. prefuse) is contained in an individual runtime solution.

Most implemented pragmatics are prototyped and further implementation refinement is required for a fully featured release.
6.1.6.2 Query analysis

The query analysis feature provides an integrated view for developers which provides means to explain a given Cypher query. Similarly to the query pattern visualization feature, the explain feature is implemented as an implementation module. Additional information is provided as an additional projection which can be enabled by the users at any time. When activated as shown in Figure 6.12 on the following page, the projection adds an explain section below the query with a button to trigger query explanation. After triggering, the projection provides the query developer with information on a) the actual query, which is generated from the MPS representation, b) metadata of the query plan, which will be used by the Neo4j Cypher engine, and c) a visualization of the query plan containing further plan execution information for each step. From the information presented, developers acquire an estimation of how many rows a given query will return for each step of the query execution plan. Most importantly, costly query steps such as Cartesian products (e.g. by expressing two or more unrelated matching patterns) can be identified by the developers and ideally be removed to optimize the query execution duration. Technologically, the implementation makes use of the Cypher internal EXPLAIN feature. The query engine can provide this information of any valid query by prepending the EXPLAIN keyword. Pressing the Explain this Query! button thus triggers the following steps in the plugin:

1. The MPS query text generator is activated to obtain the plain text representation of the query,

![Figure 6.11: Editor aspects implementation used to provide the additional visualization depicted in Figure 6.10 on the preceding page. The Java based visualization attaches a swing interface component to the existing concrete syntax.](image-url)
Figure 6.12: Example of the query explanation feature used to explain a Cypher query. The result is embedded below the query and shows information on the actually generated query, query plan metadata, and the full query plan as a graph.

2. The query is sent to the Neo4j database query engine via the provided REST web service interface.

3. The analysis is done by the engine and sent back to MPS.

4. The returned JSON document is parsed, transformed, and displayed to the user.

As solely valid queries can be analyzed via the EXPLAIN mechanism, this feature is executable only on error-free queries and also needs to be triggered manually by the users.
6.1.6.3 Language composition visualization

To mitigate DSL composition challenges (cf. Section 3.1.2.1), I developed the de.citec.dependencydiagram MPS plug-in, dedicated to the creation of dependency graphs. The plug-in shows the exact composition of all involved modules and models. Figure 6.13 shows an exemplary dependency graph, which is generated on the basis of the de.citec.dependencydiagram plug-in itself. This overview allows to identify potentially erroneous and unintended dependencies amongst language compositions. Internally, the module structure is analyzed and a representation of the structure is realized using the DOT graph description language. Common tools which support the DOT notation generate visualizations from this representation and even large compositions can simply be generated and layout automatically.

To ease language composition I make heavy use of Devkit modules, which allow to group multiple MPS modules together and expose their composition as a single unit. Thus, users solely import the according Devkit (e.g. de.citec.dependencydiagram.devkit for the dependency graph plug-in) within their user solution and can begin creating their own models.

6.2 AUTOMATION ASPECTS IN APPLIED MDSE RESEARCH

Several supporting aspects have been implemented as part of Phase P4. Automation of the development process presented in Section 3.3 on page 44. These provide accessibility to artifacts and languages for
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Figure 6.13: Dependency diagram of the dependencies required for a solution (red ellipse) realizing the dependency diagram MPS plug-in. This includes the Dependant Devkits (green diamonds), plug-in solutions (yellow component rectangle), languages (blue rectangles), and generators (green upside down house shape). Modules which reside in the same language are grouped by surrounding boxes.
users and integrate the overall tool into the research application environment. This section describes two exemplary automation aspects, which were implemented: i) building and integrating DSLs and ii) deploying languages to the final users.

6.2.1 Continuous integration of DSLs

In small projects consisting of only few languages with few dependencies, artifact generation via a manual build process from within the MPS development environment is feasible. However, given the complexity inherent in the language design and composition of my approach, systematic building of the involved modules and an appropriate deployment strategy are critical elements which require intensive consideration. Additionally, the models designed by the domain experts need to remain valid over the time of use. In the case of version updates – either of my own languages or of the used language workbench – I need to provide reproducible artifacts and be able to execute strategic model migrations.

I consider it thus necessary to use common automation tools, such as the Jenkins [Jen] Continuous Integration (CI) server, to generate the intended build artifacts. MPS allows to build artifacts in a headless mode via the build process automation tool Ant [Apa00]. To guide this process, developers can use the included BuildLanguage module to compose their modules and artifact layouts. In either case, module dependencies must be present within the used MPS instance (e.g. as a loaded plug-in) or provided as build arguments pointing to the folders with the necessary artifacts. Thus, when deploying composed MPS languages via a CI server, the knowledge about dependencies is duplicated in the languages themselves and in the topology of the build jobs. Maintenance of these duplications is an error prone task which can lead to missing or faulty dependencies and thus incompatible or nonfunctional artifacts (and in edge cases event influence user models). Further, in scenarios where reproducibility of the overall system is required, the reproduction process suffers as in-depth knowledge about the MPS module topology is required for the setup of a build system.

To mitigate these risks I use the CITk as proposed by Lier et al. to create a reproducible build setup for my modules [Lie+14b]. To include MPS modules within the CITk system I created a template for MPS based projects (c.f. Listing 6.1 on the next page) that summarizes common project properties. I include each individual module in the CITk as a project based of the MPS template, for example Listing 6.2 on page 126 shows the resulting project file for the Cypher language. In the generation step the CITk build generator extracts dependency knowledge per project from the provided Ant files and creates or updates the corresponding Jenkins jobs. As a result, I eliminate
dependency duplications as the dependency knowledge only resides within the modules themselves and is solely extracted as dependencies into Jenkins build jobs.

For example, Figure 6.14 on the next page shows the resulting DSL and module build dependency graph as extracted from a Jenkins server. The nodes of the graph represent individual Jenkins jobs which are connected to all other dependent jobs. Once the dependencies of a module are build the downstream jobs are triggered, finally building the entire module stack. The shown graph was generated by the CITk build generator tool processing the build project file which provided an early version of the vertical prototype.
templates:
- code-corlab
- mps
- base

variables:
  description: MPS Cypher Language
  keywords:
  - dsl
  - cypher
  - neo4j
  access: private

repository: ${redmine.instance}/git/cypher-dsl.cypher-language.git
scm.credentials: code.corlab

build-file-name:
  - "build-plugin-cypher-mps.xml"

versions:
  - name: 2018.2.1
    variables:
      mps-version: 2018.2.1
      branch: "2018.2"

Listing 6.2: Exemplary project file for the Cypher DSL.

6.2.2 Language deployment: A DSL plug-in server

The next step for manageable language deployment is the distribution of module artifacts. For MPS based DSLs development these are commonly IDE plug-ins. At first, the end-users obtain a generated IDE, which contains the current version of all necessary plug-in and settings to begin the modeling of the domain. These settings also contain an update URL pointing to a server that provides updates of the included modules. Further artifact updates are then deployed to the

Figure 6.14: MPS module build dependency graph generated from the Jenkins job layout. Contains the composed languages used to build a vertical prototype.
users via the MPS internal plug-in update mechanism. The end-users are notified if updates to the used languages exist and a seamless update process is offered. This ensures consistency and stability of end-user models as each update will apply all provided version update migrations.

To allow this seamless integration I developed a plug-in server to maintain and deploy an Extensible Markup Language (XML) based plug-in database, as required for the MPS plug-in system. The database consists of the commonly named updatePlugins.xml file (cf. Listing 6.3 for an exemplary file content), containing minimal server information (lines 1-3 and 19-20) and entries for each plug-in (lines 4-17). As I distribute each individual plug-in as a compressed ZIP file via the CI server (cf. 6.2.1), the plug-in server simply directly extracts the required information from the packaged plugin.xml file. The plug-in server architecture primarily follows the Observer pattern [Gam07, p. 293]. It observes a staging folder to which newly built plug-in are copied after successful building by the CI server. Each new build is analyzed by the server and compared to the current state of the plug-in repository. Additions and changes are added to the repository and the new plug-in is copied to a target folder accessible by the connecting clients. The server creates a new unique sub-folder in the target folder for each plug-in to support the parallel existence of plug-ins of various versions within the repository.
6.3 USER PERSPECTIVE: THE EISE QUERY DESIGER

The languages presented in the previous sections are combed into a standalone workbench for the EISE domain, the \textit{EISEQD}. This integrated \textit{solution} is build and distributed using the CI infrastructure as described in Section 6.2.1. The individual languages are internally deployed as plug-ins into the IDE and updates can be generated and pushed to the clients using the plug-in server and the MPS internal plug-in architecture as described in Section 6.2.2. All languages listed in Table 6.1 on page 110 are bundled into the \textit{EISEQD} so that the features described in Section 6.1 are jointly available. \textit{Behavior developers} download the complete package \textit{artifact} which contains the MPS runtime as well as all languages directly from the Jenkins server. They can create new \textit{DomainDescriptions} or use already available descriptions from a project repository. Figure 6.15 shows a screenshot of the tool. The project view shows two dedicated \textit{solutions}. The first \textit{solution} contains a \textit{DomainDescription} modeling the \textit{EISE} domain and the second \textit{solution} holds queries targeting this domain. The domain declaration for is being edited in the main view. While the left column of a \textit{DomainDeclaration} concept allows to define the \textit{DomainNodes} of the domain (\textit{DomainNode} are surrounded with green colored brackets), the right part allows to define \textit{DomainRelationships} from one \textit{DomainNode} to another (each \textit{DomainRelationship} is surrounded with magenta colored brackets)\textsuperscript{6}.

\textsuperscript{6} The \textit{concrete syntax} removes the technological details and simply displays them as \textit{Entities} and \textit{Relationships} to the users to reduce the complexity.
Each entry in the DomainDeclaration can contain DomainProperties whose Types are taken from the basic type language of the internal Baselanguage. The temporal constraining feature allows to attach a TimedElement annotation to any Entity or Relationship to the DomainDeclaration concepts, indicating that these concepts follow the temporal model as presented in Section 5.4.4 on page 96. The annotations are added using the Intentions mechanism of MPS. Figure 6.16 on the following page shows a screenshot of the content of one of the query sheets. The shown query makes use of the DomainNodes and DomainRelationships concepts defined in Figure 6.15 and creates suitable DomainNodeInstances and DomainRelationshipInstances respectively. For missing entries the suitable completion is provided, in this example only Conversation are connected to ConversationTopic concepts via a contains relation, thus only this concept is shown in the completion. These DomainElementInstances act as local variables and can be reused in the query as expected. The matching Conversations are for example counted in the RETURN clause via the internal COUNT function. Further, correct intentions are provided to the users to add these kind of functions around existing concepts. In the shown example the visualization additionally shows the subgraph which is being matched. As the query patterns do not relate to each other, the graph is separated and two subgraphs are shown. At the top of the query a temporal constraint is added to the query. This constraint is applied on the entire MATCH clause and all DomainElementInstances which are annotated with a TimedElement will be restricted as described in the semantics in Section 5.4.4 on page 91. In the depicted example, an Interval is considered which starts ten seconds before the execution and ends five seconds later. A resulting Cypher query string obtained from the generator is shown in Listing 6.47. All concepts are generated to the corresponding Cypher concrete syntax, including local variable names, labels, types, and properties within the MATCH and RETURN clauses in lines 1 and 7. Even though no WHERE clause is defined in the original query, a filter clause

Generation was obtained once the errors were removed from the query.
Figure 6.16: Screenshot of the query editor in the EISEQD containing an exemplary query based on the interaction domain description in Figure 6.15. Multiple query design supporting mechanisms are shown, for example intentions for time constraint annotation, concept completion dialogs, or graphical pattern visualization.

was added by the generation step in line 5 and 6. This filter satisfies the temporal restrictions defined in the EISEQD and ensures that the \textit{ps} property of the annotated concepts in Figure 6.15 on page 128 lies in the given interval.

6.4 SUMMARY

This section presents detailed excerpts about the implementation executed as a part the development process Phase \textit{P3}. Language Implementation of this thesis. These implementations are integrated into a vertical prototype which covers a functional vertical slice of the envisioned tool. Thus, an overview is presented on the implemented DSLs, the language composition, application modules, language pragmatics, and automation aspects. While the implemented languages conform to the implementation-independent meta-models presented in Chapter 5 on page 75, the implementation contains implementation specific adjustments. This is done as the development of languages in the followed iterative process described in Section 3.3 on page 44 did not fully align with the theoretical considerations presented. These adjust-
ments were done to overcome technological challenges and tool limitations or constraints. This chapter highlights the central differences of the languages to their theoretical considerations in Chapter 5. Further, an overview of the language’s complexity (i.e. number of concepts, relationships, aggregations, or extensions) and implemented language pragmatics are provided. For each central language, the implementation specific changes to the meta-models are highlighted and the created concrete syntax is exemplary presented. As a part of the Phase P₄. Automation, the implementation of approaches for CI and DSL deployment are additionally presented. These allow the execution of a feasible deployment and maintenance strategy of languages and modules with low effort for the final users. Updates to meta-models and languages can be delivered automatically to the users resulting in a smooth user experience. These automation elements are used to integrate the Model-driven Software Engineering (MDSE) approach of this thesis into the example environment of the CSRA project. The final contribution of this chapter highlight the user perspective by presenting the generated IDE for the EISE domain, the EISEQD. This view exhibits usage examples and shows the applicability of the MDSE approach of this thesis by example. An earlier iterative version of the IDE presented here was used to execute a user evaluation. The following chapter presents the details of this evaluation and the results obtained from the analysis.
Part V

EVALUATION OF MDSE APPROACHES

The fifth part presents the quantitative and qualitative evaluation carried out using the vertical prototype of the EISE Query Designer (EISEQD).
Empirical evaluation of software that originates from traditional software development processes is common practice [BBL76; Bro96; LHS08; FB14]. However, the evaluation and subsequent validation of a Model-driven Software Engineering (MDSE) process and its resulting domain-specific languages (DSLs) presents a more complex task, which is often overlooked [KBM16; GGA10]. Since the relevant concepts, relations, and other domain knowledge is often scattered, a precise definition of a baseline allowing for approach comparison is difficult to specify. This distribution of information can be mitigated by a preceding detailed domain analysis as part of the MDSE process to create appropriate formalizations and domain models. To show the improvements and benefits of an approach and its application one then needs to attend different fields of evaluation (qualitative and quantitative) at all stages of the language development (proof of concept, actual development, evolution, and maintenance). Additionally, evaluations are required to also investigate the viability of the improvements promised by MDSE approaches. As a result, DSLs, tools and other artifacts of the MDSE process are overall rarely evaluated systematically [KBM16; GGA10]. Thus, in this chapter I present the quantitative and qualitative evaluations I conducted to validate the previously presented approach and its primary result, the EISE Query Designer (EISEQD). Further, as a part of the study description and execution the practical use of the integrated development environment (IDE) is shown.

This chapter presents results from Phase P5. Evaluation and Phase P6. Application of the development process and subsequently investigates research question RQ5. The user evaluation via a user study was executed using an earlier iteration of the vertical prototype presented in the previous chapter. Parts of the here described evaluation approach, the study technologies, the obtained results, and their discussion have previously been published by me and peer-reviewed by the community. This primarily includes the publications “Evaluating a Graph Query Language for Human-Robot Interaction Data in Smart Environments” presented during the STAF 2017 Collocated

7.1 Introduction to MDS evaluation

In practice Neto et al. identified five levels of evidence an evaluation can provide regarding the usefulness of an MDSE approach: 1) speculation, 2) example, 3) proof of concept, 4) experience or industrial reports, and 5) experimentation (ordered from low to high evidence) [Net+08]. As an example for an application of a medium layered evidence type (i.e. proof of concept/industrial report) Kärnä et al. used and evaluated their developed solution in the context of product development [KTK09]. In their setup, only six users (familiar with the target domain) had to develop an application with their tool-chain. They qualitatively compared the outcomes along the three dimensions of developer productivity, product quality and the general usability of the tooling. To alternatively reach higher evidence, one can carry out an extensive case study analysis involving a large user base (experience/industrial reports). This evaluation approach is especially effective if a large user base already exists for the provided tools who make extensive use of its features and functionalities and can share their experiences. However, it is important to note that this is not generally applicable when developing DSLs for smaller domains such as the Embodied Interaction in Smart Environments (EISE) domain due to the low user base size.

Völter et al. presented an excellent example of a case study providing insights on benefits gained from the development of the mbeddr platform [Völ+19]. The mbeddr project successfully uses JetBrains Meta Programming System (MPS) to provide an IDE [ite17] with a set of integrated and extendable languages for embedded software engineering [Völ+12]. Their evaluation primarily targets the language engineering process using JetBrains MPS as a language workbench. They conclude that designing languages that handle complex domains and that are modular and scalable is possible using MPS.

However, multiple case studies which investigate the evaluation of MDSE processes showed that the evaluation itself is often simply ignored by language designers and never carried out properly [KBM16; GGA10]. Far worse, there is no systematical report culture on the design and execution of experimental validations of the languages or environments which emerge from the processes. The evaluations that are executed are often informal or anecdotal with little to no comparability and thus of low level of evaluation confidence. Further complications arise from the fact that an approach’s effectiveness is not measured at all, due to difficulty to formulate this metric. Kosar et al. thus correctly conclude that generally, the core DSL development phases
which are lacking investigation are domain analysis, validation, and maintenance [KBM16]. This disconnection from the systematical reporting culture stands in strong contrast to the otherwise systematical approach language engineers follow. DSLs and environments need to be evaluated and their effectiveness for the target audience needs to be assured.

Barišić et al. thus proposed a development process tightly involving the evaluation process for the usability of DSLs which is primarily applied during the development life cycle [BAG18; Bar+12]. The authors identify the mostly anecdotal evidence presentation in literature and thus created a development and evaluation process to be applied during language development. Besides an initial definition of usability, they conclude that Quality in Use [ISO9126] (withdrawn and succeeded by [ISO25010]) is the optimal evaluation target, as it covers effectiveness, efficiency, satisfaction, and accessibility in specific user-task scenarios. They encourage using multiple metrics, including questionnaires targeting the subjective measures such as cognitive load or perceived usability. For my following evaluation I extend this idea with features from integrated iterative testing approaches which focus on the analysis of pre-defined metrics [Weg+13; Bar+12; Bar13]. According to Barišić et al. the evaluation needs to span the entire DSL life cycle by assessing motivation, carrying out qualitative interviews, validating the DSL design, and quantifying benefits. Mixing quantitative and qualitative criteria is required in the evaluation process as the use of simple metrics such as (Source) Lines Of Code (LOC) are unable to cover all advantages and risks of the application of a domain-specific modeling solution [Weg+13]. Nevertheless, they conclude that each measurement itself is important and individual results need to influence the DSL development process.

Further difficulties in DSL evaluation arise from the fact that various language workbenches exist which do not share the same properties and features or make use of very different approaches (e.g. textual and projectional editing; cf. Section 3.1.2.5 on page 38). A cross-workbench comparison is thus increasingly difficult. The actual reporting culture on DSLs is thus often reduced to the presentation of the domain, its analysis, concrete syntax examples and a meta-model showing the implemented language. While all these elements are of great importance, effectiveness is measured often anecdotally via application and implementation in example domains. One approach to mitigate this issue for language developers within the MPS language workbench ecosystem is presented by Häser et al. [HFB16]. The authors identify the difficulties for language engineers to safely determine the effects of language design decisions on the usability of the languages for the end-users. They present a practical approach closing the development and evaluation loop to investigate DSLs an their effectiveness. To realize this, they created an integrated set of languages and plug-ins
within the *language workbench MPS* which allow to describe controlled experiments. These languages include the modeling of planning, operation, analysis and interpretation, presentation and packaging of results as parts of the environment and thus provides a data-driven language development support. Unfortunately, the created environment is not freely provided to use and I thus manually realized the process to create a similar evaluation study.

Cervera et al. for example presented a recent evaluation of a MDSE approach using multiple evaluation metrics [Cer+15]. The authors present a detailed description of the study setup and its execution alongside their goal to measure the usefulness and ease of use of the created tools and DSLs. The used measurements are the Technology Acceptance Model and the Think Aloud Method to gain insights into the end user thoughts about the provided tools. However, while the metrics are comparably concise and applicable, the Think Aloud Method solely covers the subjective perception of a participant. This is a deliberate decision by the authors as they perceive questionnaires as unreliable and biased. On the contrary, I argue that this decision is for the wrong reasons. The Think Aloud Method allows to gain additional insights into the user perspective and can be used to further investigate the usability. There are difficulties to compare the results obtained from this method and draw clear conclusions for the comparison to a baseline – in contrast to questionnaire and statistical analysis.

### 7.2 Evaluation Metrics

Because there exists a wide range of metrics applicable within the MDSE process, I describe a concise selection of the most used and relevant evaluations. In this section I provide an overview on different quantitative and qualitative metrics I consider applicable and helpful for MDSE approach evaluation.

One of the oldest, most prominent, and tangible metric in software development and software engineering evaluation is the count of (Source) Lines Of Code (LOC). It is consequently used in literature as the main metric for DSL assessment [Völ+19]. This metric gives insight on the effectiveness at design time (i.e. how much less code does a DSL user need to write) and also on improvements at compile time (i.e. the volume of generated artifacts). A common problem arises for language workbenches which make use of the projectional editing feature (such as MPS). DSL editors consist of individual cells which in turn can contain much more information as a single word and thus lines of cells are not easily mappable to traditional LOC. In this case it is common to approximate the LOC by estimating 4 editor cells per line [Völ+12; Völ+19].

The recording and analyzing of keystrokes of study participants during task execution using the provided software is a similar quan-
With reduced overhead and boilerplate code necessary to write when using a special DSLs, one expects study participants to exhibit reduced, more specific and less error correcting inputs. This metric investigates the participants at design time rather than compile time and can additionally help to uncover repetitive tasks and common input errors.

Besides effort intensive direct observation of study participants and their physical reactions (e.g. eye movement, facial expressions, or heart rate), the most common approaches to quantitatively assess software product usability are questionnaire driven analysis during and after study task execution. The System Usability Scale (SUS) is an effective and reliable tool for measuring the usability of software components [Bro96]. It is appropriately short with only 10 items and it is intuitive to understand [BKMo8]. Comparability – an important measurement for MDSE products – is given, as the scale is uniformly interpretable. A potential study design needs to include a baseline condition for comparison and the application of the SUS on MDSE products can thus easily be done by researchers (refer to Figure A.1 on page 165 for the full questionnaire). Similarly to the SUS, the User Experience Questionnaire (UEQ) provides a further detailed analysis on product usability [LHS08]. However, in difference to the SUS, the UEQ does not calculate a single comparison measurement but provides comprehensive impression of user experience. It investigates both usability aspects (efficiency, perspicuity, dependability) and user experience aspects (originality, stimulation). It categorizes these aspects by attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty. The application itself is analogous to the SUS by incorporating the appropriate 26 items in a questionnaire subsequent to program usage (refer to Figure A.3 on page 166 for the full questionnaire).

Besides questionnaires targeting the usability, I consider the cognitive load of study participants during task execution as an important measurement. With one benefit of DSLs being the reduction of complexity by allowing domain experts to formulate problems in the concise language of the domain, the cognitive load of users is expected to not increase. Ideally, the complexity reduction also reduces the cognitive load as common concepts and abstractions of the domain can directly be used without the need to encode them in a different language. Further, the combination of different domains and their languages is also expected to not increase the load on users. A validated metric for the measurement of subjective cognitive load is the NASA Task Load Index (TLX) [HS88]. The measurement of the total workload is separated into six subscales that are presented to subjects on a single page between individual tasks, each on a scale from 0 to 100 points. These individual scales are Mental Demand, Physical Demand, Temporal Demand, Performance, Effort, and Frustration (refer to
Figure A.2 on page 165 for the full questionnaire). A systematic evaluation 20 years after its introduction further showed that there is no need to adjust the TLX scale to individual participants as a normalization measure and it is just as accurate without, thus simplifying its application further [Har06].

Lastly, the measurement of task execution duration and the calculation of an error rate for individual tasks can show whether or not a DSL reduces (user) execution speed and errors. The latter depends on the task specification and study design requires appropriate adjustment. For example, to calculate a syntactical error rate for individual tasks one can implement:

\[ \varepsilon_T = \frac{1}{N} \sum_{n=0}^{N} \frac{t^n_I}{(t^n_I + t^n_C)}, \]  

(7.1)

where \( t^n_C \) and \( t^n_I \) are described by the amount of correct and incorrect task executions for participant \( n \) respectively.

Besides the aforementioned quantitative metrics, a multitude of additional qualitative measures need to be obtained by researchers to reach high levels of evidence [Net+08]. These qualitative metrics are important as they help to uncover more intangible issues with a tool which will not necessarily be covered by the metrics mentioned above. A straightforward method is to gather free comments and feedback as a part of the questionnaire from participants directly after their interaction with the tool. The users will most likely report on the biggest issues they encountered during the study execution which they potentially cannot voice in the questionnaires (e.g. unnecessary switches between mouse and keyboard can break concentration for some participants). Additionally, verbal feedback and discussions are a good tool to extract information beyond the usual items of the questionnaire. To identify further usability issues, recordings of the participants view (screen recording) as well as key and/or mouse inputs are a helpful. Qualitative (and also quantitative as described above) analysis of these can yield information on common problems with DSLs, tooling, and study tasks.

### 7.3 Evaluation of the EISE Query Designer

As shown in the previous sections, qualitative and quantitative analysis is required to reach valuable insights on tools created in the context of the MDSE process and validate their applicability. Besides the development of languages, their composition (Chapter 5) and the creation of the EISEQD (Chapter 6), I hence conducted an evaluation study to assess the approach applicability and improvements. I designed a user study with the goal to reach a high level of evidence showing the effectiveness of my approach [Net+08]. Participants were
Figure 7.1: A screenshot of the Neo4j web interface. The left side of the interface gives limited domain-specific hints on node labels and relationship types as well as property keys. This information is only updated irregularly. The right side shows the query results with a successful query (bottom right) and a query containing a syntax error (center right). At the right top users can compose and send queries. Here an unsent query is shown containing a wrong reference to a variable (i.e. q) which is not identified or highlighted at design time.

I defined a baseline condition to successfully compare the results of my approach (the EISEQD) against. This baseline is designed to represent the usual workflow a real world user commonly follows when creating Graph Database Management System (GDB) queries towards a Neo4j database. Users designed and execute their queries with the Neo4j web interface which is depicted in Figure 7.1. They then subsequently copied the resulting query string into a text document for persistent storage. In contrast to this, the MPS condition made use of the EISEQD to design, execute, and store the queries. This results in the two conditions listed in Equation (7.2). Where Neo4j refers to the baseline condition and MPS refers to the test condition involving the EISEQD:

\[ C = \{\text{Neo4j, MPS}\} \]  

(7.2)

I identified three evaluation research questions (ERQ1-ERQ3) for my study along the three axis of effort, effectiveness, and intuitiveness of the used tooling among the two conditions C:

**ERQ1** What is the effort to design and execute a query towards the EISE domain when using either Neo4j or MPS?

**Measurements:** time, cognitive load, keystrokes

**H0 Null hypothesis:** The effort is similar when using Neo4j and MPS to design a query towards the EISE domain.
**H₁ Alternative hypothesis:** The effort is lower when using Neo4j to design and execute a query towards the EISE domain.

**H₂ Alternative hypothesis:** The effort is lower when using MPS to design and execute a query towards the EISE domain.

**ERQ₂** How effective are users when designing and executing queries using either Neo4j or MPS?

**Measurements:** Amount of correct/incorrect queries, error rate, keystrokes

**H₀ Null hypothesis:** The effectiveness is similar when using Neo4j and MPS to design a query towards the EISE domain.

**H₁ Alternative hypothesis:** The effectiveness is higher when using Neo4j to design and execute a query towards the EISE domain.

**H₂ Alternative hypothesis:** The effectiveness is higher when using MPS to design and execute a query towards the EISE domain.

**ERQ₃** How intuitive is it to design and execute queries using either Neo4j or MPS?

**Measurements:** UEQ and SUS questionnaire

**H₀ Null hypothesis:** The intuitiveness is similar when using Neo4j and MPS to design a query towards the EISE domain.

**H₁ Alternative hypothesis:** The intuitiveness is higher when using Neo4j to design and execute a query towards the EISE domain.

**H₂ Alternative hypothesis:** The intuitiveness is higher when using MPS to design and execute a query towards the EISE domain.

7.3.1 *Methods and study design*

To answer research questions **ERQ₁-ERQ₃** and show the applicability of my approach, I designed a *between-group* user study (cf. Figure 7.2 on the facing page) in which each participant solves tasks of varying difficulty [MDF05]. The *between-group* design – where each participant only experiences one condition – was chosen over the opposing *within-subject* design to allow for statistical comparison between the two conditions C and show a relationship between the independent variables and the outcomes. This design choice minimizes the influence by external factors and provides an independent measure as every participant is only using one of the tools of one condition with similar previous knowledge and bias. Improvements due to increased practice and experience are ruled out and will not influence the results.

I avoided the typical *experimenter bias* by preparing all participants similarly with predefined textual material [MDF05]. As a result, the
Figure 7.2: Depiction of the in-between study design implemented in the user study. Participant start with the initial Questionnaire (left) and execute each task set in alternation with a TLX questionnaire (center). The tasks in the individual sets are identical across both conditions. They finish the study after the second part of the questionnaire (right).

experimenter did not provide any information and hence did not unintentionally influence participant actions in any way. For this I created the following introductory preparation material:

a) Cypher Information Sheet (Appendix A.2.1 on page 167)  
This document contains a summary of the most important principles on the Cypher query language. All elements of importance for the tasks are explained in detail alongside an example of their usage. Additionally, it provides a dense one page summary containing all relevant information for the use during the study.

b) Embodied Interaction in Smart Environments Domain Information Sheet (Appendix A.2.2 on page 171)  
As the tasks for participants revolve around the EISE domain, a simplified and reduced domain representation as a graph is provided to the participants. It holds eight concepts, their properties and relations to each other as present in the database towards which the queries of each task are executed.

c) Tool Information Sheet (Appendix A.2.3 on page 172)  
Depending on the condition, participants get an introduction sheet that summarizes the use of involved tools. For both condition the information sheet shows how to use the tools for query design and execution. Additionally, the task workflow is explained and the most important shortcuts are listed.

d) Task Sheet (Appendix A.2.4 on page 179)  
The actual tasks each participant had to solve during the study
are listed in the task material. The study consists of five sets of queries $S_0$, $S_1$, $S_2$, $S_3$, and $S_4$. Each set contains two to three individual queries

$$Q = \{S_0Q_1, S_0Q_2, S_1Q_1, S_1Q_2, S_1Q_3, S_2Q_1, S_2Q_2, S_3Q_1, S_3Q_2, S_4Q_1, S_4Q_2, S_4Q_3\}$$

participants had to solve. The queries are presented in natural language text alongside a hint to remove any ambiguity and ensure that all participants understand the goal of the query. Further, the expected result is listed so that participants can be sure that their created query is correct. As a time measurement helper, each query is also annotated with a maximum amount of time it should take to formulate the Cypher query. $S_0$ is an introductory set to familiarize the participants with the procedure and the TLX questionnaire, which has to be filled in after each set to capture the set specific subjective cognitive load. It is thus omitted from further calculations and evaluations. The remaining sets $S_1$ to $S_3$ raise in their difficulty level, each requiring new concepts of the Cypher language, and asking increasingly more complex questions. To investigate the learning effect of the participants, the final set $S_4$ is a permuted copy of $S_1$ targeting slightly altered variables.

Participant guidance (i.e. what to do next) and all the collection of all questionnaire based metrics was executed using the statistical survey web application LimeSurvey [Sch12]. Access to the survey interface was provided on a second independent computer next to the participant as humans react unconsciously to the computers they interact with and transfer experiences from one interaction to another [NMC99]. This data collection approach allows to obtain more honest responses about the system independent from its usage.

The study I conducted also followed the ethical requirements (cf. Appendix A.4 on page 184 for a copy of the successful ethics application) as defined by the Ethics Committee of the University of Bielefeld¹, which in turn follows the corresponding rules of the “gemeinsamen Ethischen Richtlinien der Deutschen Gesellschaft für Psychologie und des Berufsverbandes deutscher Psychologinnen und Psychologen”. Informed and voluntary consent in written from was acquired by me from each participants prior to recording and data collection (cf. Appendix A.5 on page 185 for the used consent form). Further, I

¹ https://uni-bielefeld.de/uni/einrichtungen-organisation/zentrale-organisation/kommissionen/ethik/
anonymized the data directly at recording time and further sanitized it by separating names and any identifying information from the data into an isolated database linking to participant identifiers. The data is additionally stored on encrypted devices to avoid unauthorized access and breakage of confidentiality.

Summed up, the study procedure for each participant was thus the following:

1. Introduction

   a) The participant is provided with the consent form and has to read, understand, and sign it
   b) The participant is handed all supplemental material and the experimenter leaves the room
   c) The participant fills in the initial demographic questionnaire
   d) The participant reads the introduction material consisting of
      • Cypher Information Sheet
      • Tool Information Sheet (based on the condition)
   e) The participant is able to ask questions of clarification or understanding
   f) The participant reads the task material consisting of
      • Embodied Interaction in Smart Environments Domain Information Sheet
      • Task Sheet
   g) The participant starts the test set S0
   h) The participant fills in the TLX questionnaire
   i) The participant can ask the experimenter final questions of clarification or understanding with respect to tools and execution

2. Study Execution

   a) The participant solves each set and fills in the TLX questionnaire until all sets are done (with no option to ask the experimenter at any point)
   b) The participant fills in the SUS, UEQ, and free feedback questionnaire

3. Wrap-Up

   a) The study ends and an open feedback discussion is initialized
7.3.2 Measurements

To properly evaluate the EISEQD quantitatively and qualitatively in this study, I made use of the metrics presented in Section 7.2 on page 138. This includes

A Quantitative

- **SUS (System Usability Scale):** 10 item questionnaire, Likert scale [Lik32] ranging from -2 (“strongly disagree”) to +2 (“strongly agree”)
- **UEQ (User Experience Questionnaire):** 26 item questionnaire, seven-stage scale ranging from -3 (“attractive”) to +3 (“unattractive”)
- **TLX (NASA Task Load Index):** 6 item questionnaire, scale ranging from 0 “very low”) to 100 (“very high”)
- Keystrokes and mouse movement
- Error rate
- Demographic data

B Qualitative

- Participant view (screen recording)
- Feedback regarding the used tools, the study itself, and other (free text input after the questionnaire and verbal feedback via interviews)

Due to the nature of each metric’s application, the TLX (measuring the subjective cognitive load of a participant) is the only metric which has to be applied during the experiment. It has to be filled out by participants between each task execution and thus classifies as an **obtrusive measurement** [MDF05]. This is necessary as the TLX is – to the best of my knowledge – the best metric to obtain meaningful and comparable cognitive load measurements. The other applied metrics are **unobtrusive measurements** and thus do not influence the study execution.

The recorded keystrokes are categorized into the five following categories to allow a separation and more detailed analysis of differences in participant intentions.

1. **Insertion**
   All keystrokes done with the intention to create a query

2. **Deletion**
   All keystrokes done with the intention of deletion of characters or query elements

3. **Navigation**
   Any usage of arrow keys, or other keyboard based navigation
4. Other

All remaining input done during the task which does not belong to previous categories

7.3.3 Study results

Participants of the study were obtained via bulletin within the Cluster of Excellence Cognitive Interactive Technology at Bielefeld University (CITEC) institute and satisfied the required knowledge levels (i.e. basic knowledge of the Structured Query Language (SQL) query language and basic programming knowledge). Additionally, the study participants were randomly assigned to each of the two conditions. In practice, a successful study run took each participant between 60 and 70 minutes. In total 28 persons participated in the study, however due to execution errors two participants had to be removed from the final data set, resulting in the final sample size of $N = 26$; equally distributed across the condition.

To compare the different conditions and to identify significance in the data, I used the non-parametric Wilcoxon signed-rank test over the alternative dependent samples t-test [Wil45; FMF12]. This decision is based on the fact the final sample size of 13 participants per condition is too low for a t-test, which is only applicable with a larger sample size (i.e. greater than 20 per condition). Notable significant differences between measurements are indicated via the ‘∗’ notation and were calculated with a confidence interval of $p < .05$, unless stated otherwise. Results from all metrics are depicted in Figures 7.3 to 7.7 on pages 148–150.

The two metrics execution duration and TLX were measured per set and averaged over all participants for each condition. The error rate $\varepsilon^C_Q$ is calculated for each individual query $Q$ (cf. Equation (7.3) on page 144) of each condition $C$ (cf. Equation (7.2) on page 141), which modifies Equation (7.1) on page 140 to

$$
\varepsilon^C_Q = \frac{1}{N} \left( \sum_{n=0}^{N} \frac{q^n_c}{q^n_c + q^n_i} \right),
$$

where $q^n_c$ and $q^n_i$ are described by the amount of sent queries with correct and incorrect syntax for participant $n$ in condition $C$ respectively (cf. Figure 7.5 on page 149). $\varepsilon^C_Q$ thus describes the rate in which each participant sent syntactically incorrect queries to the database.

I calculated the keystrokes metric ratios (cf. Figure 7.6 on page 149) individually for each set via

$$
\mathcal{K} = \sum_{s=0}^{4} \frac{1}{M} \left( \frac{\sum_{n=0}^{N} t_{n,s}^{MPS}}{\sum_{m=0}^{M} t_{m,s}^{Neo4j}} \right),
$$

where $t_{n,s}^{MPS}$ and $t_{m,s}^{Neo4j}$ are the time spent in the MS and Neo4j set respectively.
where $I_{\text{MPS},s}^m$ and $I_{\text{Neo4j},s}^n$ represent the inputs of each participant $m$ or $n$ for set $s$ of the two conditions MPS and Neo4j respectively. This assumes that the average keystrokes in the Neo4j condition (the baseline) is a representative measure for the difficulty of the task and hence is usable for normalization and calculation of this ratio measure. To allow a detailed analysis of this assumption, I separated the keystrokes of the participants into the aforementioned categories.

The UEQ and SUS questionnaire values are calculated according to their documentation and are summarized in Figure 7.7 [LHS08; Bro96]. All user feedback gathered during the study is listed in Ap-
Figure 7.5: Rate of the averaged syntactical errors per query as calculated by Equation (7.1) on page 140.

Figure 7.6: Results of the keystrokes metric calculated using Equation (7.5) on page 147. Inputs are separated into five categories and show the relation from condition MPS to the baseline condition Neo4j.

Appendix A.6.1 on page 186 and omitted by me at this point due to its length.

7.3.4 Discussion

The duration of task execution and the TLX values increase as expected alongside the rising difficulty from S1 to S3, while the permutation S4 exhibits significant improvements over S1 within both conditions. Additionally, the keystrokes analysis shows that generally the required user input for condition MPS reduces with each set. These results indicate that participants gain expertise between tasks and can perform already seen tasks with less effort, thus confirming the expected learning effect in both conditions.
Results from the error rate analysis indicate evidence that participants within the condition MPS execute significantly less queries with errors for all queries except the first query S1Q1. Via qualitative analysis of the screen recordings, I attribute the initial query errors to the unfamiliarity with the projectional editing scheme. Users initially explored the DSL practically in the first query and became familiar with the input and deletion behavior. Generally, the results from the error rate calculations are expected. Due to the projectional editing and the thus resulting strong link between concrete syntax to the abstract syntax tree in the background, users of the MPS commit less errors. However, it raises the question why these strong constraints do not fully disallow any syntactical errors. I thus qualitatively verified in the recordings that each error recorded by this metric was actually displayed as such within the IDE to the users. The EISEQD development prototype warned its users if they were about to send erroneous queries to the database and all participants deliberately executed the queries — against the tool recommendation. In later discussions few participants stated that they “do not trust the tool” and thought “its error reporting is wrong”, thus they force executed queries they considered correct. This is also reflected in the highly varying results for the UEQ category Dependability. However, the task execution (in terms of duration and cognitive load) is not significantly impacted by the used tooling in either condition. At the same time participants in the MPS condition profit from the additional support resulting in less errors and also less inputs required to formulate the queries. Overall, these results suggest that the model driven approach is more effective (with respect to errors and inputs) and validate hypothesis.
ERQ₁H₂ and ERQ₂H₂ over their alternative hypotheses H₀ and H₁ respectively.

The usability metrics generally exhibit an increased performance of the baseline condition Neo4j. The SUS score for MPS holds a large variance with its average below Neo4j and the global SUS average of 68 [Bro96]. This score is in the first quartile rating and marginal low acceptance area and thus above the adjective rating “OK” [BKM08]. The variance in the SUS score is also reflected in the UEQ categories dependability and perspicuity, the participants feedback, and individual qualitative analysis of screen recordings: users have the feeling of control loss and thus consider the EISEQD as not dependable (e.g. being unable to delete individual tokens but only complete concepts). Some participants also stated that they did not understand the general idea of the underlying model of the EISE domain. In contrast to this, participants in the Neo4j condition actually used production ready tooling with familiar edition scheme, which yields an above average SUS score with small variation (i.e. acceptance area with the adjective rating “GOOD” [BKM08]). Further aligning with these results, the UEQ for condition MPS metrics additionally hold large variations with significant differences to the baseline in the categories efficiency and dependability.

However, all above mentioned usability results differ from the results obtained from execution duration and TLX metrics in which MPS participants perform as good as the baseline of Neo4j. The error rate and keystrokes even show that MPS participants perform better than baseline participants by using less insertions to perform the tasks, reduced deletions, and lower average inputs despite the increasing difficulty of tasks. These results allow to conclude two findings with respect to the usability of the EISEQD used in MPS.

First, the results indicate the existence of initial fundamental difficulties for participants, which (most) users overcome during the study. This difficulty shows especially in the significant difference between conditions in the execution duration in task set S₁ and high variances for S₂ in execution duration and TLX. Once this obstacle is overcome, participants reach a similar cognitive load in S₄ (except individual outliers). I attribute this effect to the use of fundamentally different projectional editors. Developers are used to traditional text based inputs and the common workflow involves only parser-based programming support. Using a projectional editor for the first time consequently requires the developers to change their mental model and think on the model or concept layer. The increased learning curve of projectional editors has been previously discussed in literature [Fow05; Völ+14; PS16]. The learning curve for new MPS users is exceptionally steep (especially due to the projectional editing) and joint with the specific domain knowledge of the experiment requires participants to familiarize and understand the tools. However, once
developers adjust and adapt their mental representation to the projectional schema, they overcome the what I call cognitive projectional editor gap and reach similar or better performance as before.

Second, usability strongly impacts the user acceptance and tool understanding. If users understand and can handle the tooling, they benefit greatly (i.e. having less errors and reduced input) and also score high SUS values. Most critical cases of confusion can be traced to unexpected tool behavior, most commonly the deletion of concepts. If a deletion is triggered, the abstract syntax tree (AST) node under the cursor is deleted rather than its individual tokens. Since the execution of the study, a new version of MPS mitigates this issue by a two stroke mechanic that highlights complete editor cells/concepts that will be deleted if the delete key is pressed again. The introduction to the tools via a single sheet of paper was not sufficient to prepare participants for the usage of a projectional DSL editor, supporting the alternative hypothesis. Additionally, not all inputs were automatically transformed by the IDE and users had to select variables via the completion menu. This was a technical error in the implementation impacting many users to leave negative feedback, describing the completion as not helpful. More language development and improvement is required in terms of usability to increase the acceptance of users with the EISEQD.

Put together, the results show that participants consider the baseline condition as more intuitive and hence ERQ3H1 is confirmed over the null hypothesis ERQ3H0 and the alternative hypothesis ERQ3H2. This is not unexpected as the Neo4j condition uses a well-engineered state-of-the-art enterprise database tool and interface. Subjective perception seems to be crucial element for user acceptance and further refinement of my provided tooling as well as more detailed evaluations are necessary. I consider this gap addressable with further tool refinement and an analysis of long-term usage of the generated tools. Additionally, I expect that providing a state-of-the-art graphical interface to represent (sub-)graphs will address issues reported in participant feedback and hence increase the usability and acceptance strongly.

7.4 SUMMARY

This chapter presents a detailed description of the importance of evaluation of DSLs, common evaluation metrics, and my study to evaluate the EISEQD. In practice, evaluation of artifacts and tools resulting from a MDSE process is challenging for the developers and researchers and as a result often omitted completely. My literature review showed that the executed evaluations present only low levels of evidence and are mostly anecdotal reports or descriptions of a proof-of-concept test. The metrics chosen to evaluate DSLs and tools are also often weak and deliberately chosen to show the classic MDSE benefits
I identify key metrics that can show quantitative benefits of MDSE tools when compared to a baseline, such as cognitive load, task execution duration, error rate, and usability metrics. Additionally, I present a between-group study design to answer my three research questions ERQ1-ERQ3 regarding effort, effectiveness, and intuitiveness with a high level of evidence. From the obtained study results I conclude that my presented approach does not impact user performance once they overcome the quantitatively identified cognitive projectional editor gap. The participants performance in task execution exhibits no significant differences as shown by the TLX cognitive load scores and execution duration metric. Contrary, the keystrokes values show that participants require reduced inputs for query design when compared to the baseline. Additionally, IDE users show a reduced error rate when creating queries. Thus, users of the EISEQD require less effort and are more effective when designing queries and confirming research questions hypotheses ERQ1H2 and ERQ2H2. However, the usability of my approach is below the baseline condition as shown by the UEQ and SUS questionnaire results. This low usability scores show that the intuitiveness is higher for Neo4j condition, confirming the alternative hypothesis H1 for research question ERQ3. However, at the same time users of the MPS condition benefit from all advantages emerging from the applied MDSE: Their queries are statically checked at design time, they are provided with auto completion for relevant concepts, they can apply quick fixes, and will (by design) produce no syntactical error. Besides the fact that my study shows the applicability of my approach, I conclude that the various metrics, especially the cognitive load, yield strong evidence for the effectiveness and reduced effort of my approach.
Part VI

PERSPECTIVES

The sixth and last part provides an outlook on further research and summarizes the contribution of this work.
Outlook

“One never notices what has been done; one can only see what remains to be done.”

—Maria Skłodowska-Curie
letter to her brother in 1894 after receiving her second graduate degree

Assorted possible future work items became apparent during the course of my research, which lie beyond the scope of this thesis. Before concluding this work, I provide the most promising opportunities and potential future efforts which can be categorized either as work which a) directly improves the implemented system with respect to features and usability, or b) investigates high interest areas for follow-up future research endeavors.

In terms of technical improvements, various options are available which can advance the presented vertical prototype further towards a fully featured integrated development environment (IDE). The most apparent improvement is an implementation of the dedicated Graph language presented in the implementation-independent architecture. The implementation currently does not include a dedicated graph language, as it was chosen to be closely tied to the Cypher query language (and subsequently to the Cypher Extended Backus–Naur Form (EBNF)). A proper separation in the implementation would provide a unification and allow for more diverse further extensions.

Apart from modifications to the languages and the composition, further work can revise features which were not fully completed during the course of this work. These lie especially in the areas of usability and quality of life functions for users. The evaluation indicates that the users are missing these features and as a result a noticeable cognitive projectional editor gap in metrics such as the NASA Task Load Index (TLX). Even though most users overcome this gap within a short amount of time, the level of entry is high and the learning curve is steep. With further improvements targeting this issue, errors related to projection could be minimized and broken model states became less frequent, thus increasing usability and acceptance.

Another example for a high-impact usability improvement is the concrete syntax of time representation used in the temporal query annotations. Further refinements of this interface are possible to provide users with a unified concrete syntax, which supports any temporal expansions description.
The model analysis feature could be extended by implementing additional (sub-)graph and query analysis features. For instance, by adding boolean satisfiability problem (SAT) or satisfiability modulo theories (SMT) solvers into the IDE, one could aid the developers in spotting logic errors within their queries [MB11].

The latter example also provides options for further detailed research on how to optimally make use of the known domain-specific properties in the logical solving process. A SAT or SMT solver could, for example, check for additional constraints by using information from the DomainDescription provided by the EISE Query Designer (EISEQD) users via the Domain Description language. These constraints could either be provided by the developers themselves or could potentially be directly derived from the provided domain abstraction.

An implementation of the proper separated graph language could additionally allow to implement further alternative query languages to be used in the EISEQD. Other query languages can, for example, increase acceptance amongst the users. While Cypher was chosen as the ideal candidate for the domain, the modular language composition allows to integrate different languages with comparably low effort. This, however, has a great impact on the users and the difference will have to be analyzed in the future: Other languages provide different semantics and model-to-model (M2M) transformations and it may not be possible to fully express constructs of one graph query language (GQL) in another. Further research is required to formally grasp and unify these GQLs differences and to aid large-scale data management efforts [SW19; ISO19].

In a more domain focused perspective, future research can investigate extended application of the proposed system and tools in the Embodied Interaction in Smart Environments (EISE) domain. For example, the temporal query feature could be expanded to match graph patterns materializing in the future. Such a query would thus transform into a standing query or a continuous query which consequently provides a streaming data interface. Necessary steps include an adaptation of existing languages such as the Time language and the design of developer interfaces to access the resulting streaming data within their software components. Such an application can possibly be even made available to the final environment users, who can use the standing queries to design environment controlling rules or agents. Research can investigate to what extend and how an end-user directed GQL interface can overcome common problems of this domain, such as the significant discrepancy between user interpretation and reality of a rule [HC15]. A future evaluation can analyze how this approach compares to available approaches which use rule based domain-specific languages (DSLs) to create triggers and commonly reduce errors via static analysis [NE16].
Lastly, further evaluation and study based analysis can be executed to validate the approach and tooling presented in this thesis in greater detail. While the presented evaluation already allowed to introspect the efforts with a high level of evidence, an even more detailed longitudinal study will be instrumental [KBM16; GGA10]. Therefore multiple measurements and metrics of study participants need to be recorded over longer time spans. Following a use case or group of use cases over a long period of time can thus allow to gather normative data regarding usability or tooling benefits to users.
CONCLUSION

“For a research worker the unforgotten moments of his life are those rare ones which come after years of plodding work, when the veil over natures secret seems suddenly to lift & when what was dark & chaotic appears in a clear & beautiful light & pattern.”

—Gerty Cori
Nobel Prize winner in Physiology or Medicine for her work in metabolizing carbohydrates

In this thesis I applied Model-driven Software Engineering (MDSE) techniques to support the design of graph queries targeting interaction relevant knowledge. I therefore considered the perspective of the role of behavior developers in the Embodied Interaction in Smart Environments (EISE) domain who create complex human–robot interaction (HRI) system activities. In total, I attended to five research questions in this thesis and carried out an empirical user evaluation investigating the applicability of the approach.

The contributions of this thesis with respect to the research questions RQ1-RQ5 are as follows. The volatile and dynamic nature of interactive scenarios in research environments demands that domain modeling and abstraction (RQ1) lies in the user model space; M1 of the Meta-Object Facility (MOF) layer. The concepts and their relations, which in sum abstract the domain, evolve frequently and thus need to be easily changeable without continuous language evolution. Orthogonal domains, such as temporal representations, however require the abstraction as meta-models in the M2 layer. Constraints on queries can then realized as orthogonal annotations to the query model abstract syntax tree (AST) with no impact on the query model. Further, the proposed development process (RQ2) applied in this thesis emphasizes the increased need for subsequent application and evaluation of the developed domain-specific languages (DSLs), as presented in Section 3.3. The objectives and requirements for my approach (RQ2) were identified in Chapter 5. It showed, that temporal querying and query analysis at design time pose fundamental tasks in this context. The requirements lay the foundation for the following proposed implementation-independent language composition (RQ3). The DSL composition is explicitly chosen to provide an extensible query language and further supporting languages, which extensively aid behavior developers in the graph database query (GDQ) design process. I further describe each individual language in detail alongside corresponding meta-models and clarify the intended behavior of the languages by providing
detailed denotational semantics. An implementation of these theoretical considerations (RQ4) is presented in Chapter 6. My realization uses the language workbench JetBrains Meta Programming System (MPS) to create a fully integrated development environment (IDE), the EISE Query Designer (EISEQD). This vertical prototype implements a functioning slice of the proposed system and their behavior, hence providing a set of languages which allow for:

   a) Graph query design,
   b) M1 domain modeling and model grounded querying design,
   c) (Relative) temporal graph querying,
   d) Query design support, query checking, and design time query analysis,
   e) Integration in an existing application system, and
   f) Additional domain-specific features, such as graph visualization or direct query execution.

To validate the approach, I conducted an empirical evaluation of the created tool (RQ5), which analyzes the implementation in comparison to state-of-the-art tooling within a baseline condition. The performed evaluation analyzes multiple metrics and provides a high level of evidence. In terms of usability, my implementation does not reach the professional tooling of the baseline condition. Consequently, this confirms hypotheses H1 of evaluation research question ERQ3: Users perceive the implemented tooling as less usable when designing GDQ. However, the users recognized the novelty and potential of the approach and rated this factor above average. Lastly, it showed that users of the EISEQD perform similar to the baseline condition in terms of cognitive load and task execution duration, while (at the same time) exhibiting a significantly reduced input and error rate. Thus, the hypotheses H2 of evaluation research question ERQ1 and ERQ2 were confirmed respectively over their alternatives: Users of the EISEQD require less effort and are more effective when designing GDQ queries.
Part VII

APPENDIX
A.1 Evaluation Questionnaire

- Please choose for each of the following statements one element that best describes your reactions to the used tool. Choose on a scale from "strongly disagree" to "strongly agree".

<table>
<thead>
<tr>
<th></th>
<th>strongly disagree</th>
<th>strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this system frequently</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>I thought the system was easy to use</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this system</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this system very quickly</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>I felt very confident using the system</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with this system</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
</tbody>
</table>

Figure A.1: The System Usability Scale (SUS) questionnaire as presented to participants within the EISE Query Designer (EISEQD) study.

- Select the point on the scale that best reflects your experience with respect to previous task.

<table>
<thead>
<tr>
<th></th>
<th>very low</th>
<th>very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Demand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How mentally demanding was the task?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Demand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How physically demanding was the task?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal Demand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How hurried or rushed was the pace of the task?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How successful were you in accomplishing what you were asked to do?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How hard did you have to work to accomplish your level of performance?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frustration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How insecure, discouraged, irritated, stressed, and annoyed were you?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A.2: The NASA Task Load Index (TLX) questionnaire as presented to participants after each task execution within the EISEQD study.
<table>
<thead>
<tr>
<th></th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
<th>○</th>
</tr>
</thead>
<tbody>
<tr>
<td>annoying</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not understandable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>creative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>easy to learn</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>valuable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not interesting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unpredictable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inventive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>obstructive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>good</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>complicated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unlikeable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>usual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unpleasant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>secure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>motivating</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>meets expectations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>impractical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>organized</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>attractive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>friendly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conservative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A.3: The User Experience Questionnaire (UEQ) questionnaire as presented to participants within the EISEQD study.
A.2 STUDY INFORMATION MATERIAL

This section holds all information and task related documents handed to participants during the EISEQD study.

A.2.1 Cypher information material

**Cypher Information Sheet**
This document serves you as a help and small summary of the most important principles on how to write queries using Cypher.

The language has many more features beyond the ones mentioned here. However, these will not be relevant for any of the tasks presented to you in this study as all tasks can be done solely with this provided information.

1. **Cypher: The declarative query language for the graph database Neo4j**
   
   Neo4j is a graph database, adopting a labeled property graph model. In Neo4j terminology, vertices are called nodes, and edges are called relationships.

   Cypher is a declarative graph query language that allows for expressive and efficient querying and updating of the graph store. It is inspired by a number of different approaches and builds upon established practices for expressive querying. Cypher borrows its general structure from SQL — queries are built up using various clauses. Clauses are chained together, and they feed intermediate result sets between each other. For example, the matching identifiers from one clause will be the context that the next clause exists in.

1.1 Key principles and capabilities of Cypher

- Cypher matches patterns of nodes and relationships in the graph to extract information.
- Cypher has the concept of identifiers which denote named, bound elements and parameters.
- Cypher manages constraints on patterns.

1.2 Basic Read-Query-Structure

Patterns are the fundamental traversal description of Cypher. Designed after ASCII art representing nodes as circles and relationships as arrows, such as

   (identifier1)-->(identifier2)

Relationship identifiers are specified within square brackets, with an optional type after a colon, like

   (u)-[r:HAS_ACCESS]->(a)

Labels are specified similarly to relationship types, following a colon:

   (u:User)-->(a:Asset)

1.3 Most important query keywords

- **MATCH**: The graph pattern to match. This is the most common way to get data from the graph.
- **WHERE**: Adds constraints to a pattern, or filters the intermediate result.
- **RETURN**: What to return.
2. Examples

Consider this simple example graph:

The most basic query is a match on all nodes and then return them:

```
MATCH (a)
RETURN a
```

Optionally, we can add a **LIMIT** to the **RETURN** clause to limit results (for large databases):

```
MATCH (a)
RETURN a LIMIT 50
```

Patterns in the graph can be matched using a **MATCH** clause and the results are returned with a **RETURN** clause. The following query will search for nodes a and b with relationships pointing to each other and return all matched nodes (this matching will ignore the direction of the relationships – to match directions one has to use "\(--\)" or "\(<--\)" respectively instead of the undirected "\(--\)").

```
MATCH (a)--(b)
RETURN a, b
```

One can match multiple sub-graphs at the same time:

```
MATCH (a)--(b), (b)--(c)
RETURN a, b
```

**Labels** can be used to further specify the pattern. The following will return all nodes with the label **Movie** that have a relationship with a node labeled **Actor**:

```
MATCH (a:Actor)--(b:Movie)
RETURN b
```

The **MATCH** clause can be further filtered using a **WHERE** clause. In the following example we use the **identifier** b and restrict the matching to all nodes which have a string unequal to "Orange" in the **property** called name (note: instead of "!=" Cypher uses the ",<>" as the unequal operator):

```
MATCH (a:Actor)--(b:Movie)
WHERE b.name <> "Orange"
RETURN b
```
However, it is also possible to define node properties in the MATCH clause itself (note: it is impossible to do negative matches here). The following query returns the same result as the one above:

```
MATCH (a:Actor)--(b:Movie {name : "Apple"})
RETURN a
```

The idea of properties and labels is also applicable to relationships. The following defines the relationship between the nodes by matching relationships \( r \) with the label \( \text{PLAYS} \) and further restrictions on its properties in the WHERE clause:

```
MATCH (a:Actor)-[r:PLAYS {important: True}]-(:Movie)
WHERE r.duration=231 AND a.name = "Denko"
RETURN b
```

Lastly, there are also functions available in Cypher. They allow to influence the results. In this example we simply return the count of the nodes that our query returned:

```
MATCH (a:Actor)-[r:PLAYS {important: True}]-(:Movie)
WHERE r.duration=231 AND a.name = "Denko"
RETURN COUNT(b)
```

Here is a larger example also using multiple matches to also find the according directors:

```
MATCH (a:Actor)-[r:PLAYS {important: True}]-(:Movie), (b:Movie)-[:DIRECTED]-(:Director)
WHERE r.duration=231 AND a.name = "Denko"
RETURN COUNT(b), c
```
3.1 Read Query Structure
MATCH {PATTERN}
WHERE {BOOLEAN_EXPRESSION}
RETURN {RESULT_SET} [LIMIT X]

3.2 MATCH Syntax

<table>
<thead>
<tr>
<th>Syntax Example</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATCH (n:Actor)-[:KNOWS]-&gt;(m:Director)</td>
<td>Nodes and Relationships ins MATCH patterns can contain labels and properties</td>
</tr>
<tr>
<td>WHERE n.name = &quot;Alice&quot;</td>
<td></td>
</tr>
<tr>
<td>MATCH (n)--&gt;(m)&lt;--(k)--(o)</td>
<td>Any pattern can be used in MATCH</td>
</tr>
<tr>
<td>MATCH (n {name: &quot;Alice&quot;})--&gt;(m)</td>
<td>Pattern that also matches a node property</td>
</tr>
<tr>
<td>MATCH (n {name: &quot;Alice&quot;, age: 33})--&gt;(m)</td>
<td>Pattern that matches multiple node properties</td>
</tr>
<tr>
<td>MATCH (a)--&gt;(b)&lt;--(c), (b)--(o)</td>
<td>Multiple patterns and references to each other are allowed in a single MATCH</td>
</tr>
</tbody>
</table>

3.3 WHERE Syntax

<table>
<thead>
<tr>
<th>Syntax Example</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHERE n.property &lt;&gt; {value}</td>
<td>Use a predicate to filter (&lt;&gt; is the unequal operator in Cypher - it is the same as WHERE NOT (n.property = {value}) )</td>
</tr>
<tr>
<td>WHERE n.property1 &lt;&gt; {value2} AND NOT(n.property2 = {value2})</td>
<td>Concatenate multiple filters; second filter is negated (see Boolean operators)</td>
</tr>
</tbody>
</table>

3.4 Operators

<table>
<thead>
<tr>
<th>Type</th>
<th>Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical</td>
<td>+, -, *, /, %, ^</td>
</tr>
<tr>
<td>Comparison</td>
<td>=, &lt;&gt;, &lt;, &gt;, &lt;=, &gt;=</td>
</tr>
<tr>
<td>Boolean</td>
<td>AND, OR, XOR, NOT</td>
</tr>
<tr>
<td>String</td>
<td>+</td>
</tr>
<tr>
<td>Regular Expression</td>
<td>=, –</td>
</tr>
</tbody>
</table>

3.5 RETURN Functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RETURN count(identifier)</td>
<td>The number of non-NULL values (aggregation)</td>
</tr>
</tbody>
</table>
A.2.2  EISE Domain information material

Embodied Interaction in Smart Environments Domain

All queries are to be done within in the “Embodied Interaction in Smart Environments” Domain (EISE Domain). The following image shows you the data meta model of the graph database. Instances of these types of nodes and relationships are stored within the database. Instances that are created which do not provide full details (for example a Person missing the firstname property) are initialised with empty default values. According defaults are: "" for strings and 0 for int/long/double.

Legend

- myNode: A node labeled "myNode" with two properties a (of type string) and b (of type int)
- myRel: A relationship labeled "myRel" with the property a (of type int)
A.2.3 Tool information material

A.2.3.1 Neo4j tool information material

Tool Information Sheet

This document serves you as a help and summary of the most important principles of the "Neo4j Web-Interface". It is the default tool provided by Neo4j and you will use it during this study to write plain Cypher queries which are presented to you as textual questions.

1. Introduction

You can reach the web interface via the browser by browsing to http://localhost:7474/browser/. In case you are required to provide credentials, please use the following.

User: neo4j | Password: a

You will be greeted by the default interface:

To write and execute a query (see the following picture) you have use the input field (1) and press the play button (2). The result will appear below with a visualised graph (3). You can switch the view from graph to row on the left side of the visualisation (4). Further details about currently displayed results are listed at the bottom (5). You can remove old queries by pressing (6). If you write large queries it may be helpful to limit the results via LIMIT 50 as otherwise large amounts will be displayed which might slow down the browser significantly. Once the query is finished you can remove this restriction to get the final result.
2. Task Workflow

When solving the tasks in the study you can follow this order:

1. Use the web-interface to design and execute queries
2. Evaluate the results and refine query
3. Once you think you finished a query: Copy the query and paste it in the prepared opened text editor
4. Solve the next task

In case you close the browser or text editor by accident, you can find the according links on the desktop to re-open them.

3. Shortcuts

<table>
<thead>
<tr>
<th>Shortcut</th>
<th>Description</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift+Enter</td>
<td>Create a new line in query input</td>
<td>Allows to write multi-line queries. Makes the design of long queries easier and gives you more overview</td>
</tr>
<tr>
<td>Ctrl+Enter</td>
<td>Execute query</td>
<td>Executes multi-line queries</td>
</tr>
<tr>
<td>Up/Down</td>
<td>Previous/Next query</td>
<td>Allows to switch to and re-use the previous queries</td>
</tr>
<tr>
<td>Left click on</td>
<td>Put query into input field</td>
<td>Allows you to modify the previously executed query and execute it again.</td>
</tr>
</tbody>
</table>
A.2.3.2  MPS tool information material

Tool Information Sheet

This document serves you as a help and summary of the most important principles of the “Embodied Interaction in Smart Environments Query-Designer” (EISE Query-Designer). Instead of writing plain Cypher queries, you will use the EISE Query-Designer which is a tool provided to ease the creation and execution of Cypher queries. It extends the Cypher language with several features such as code completion, syntax checking or direct in-tool execution.

The tool has many more features beyond the ones mentioned here. However, these will not be relevant for any of the tasks presented to you in this study as all tasks can be done solely with this provided information.

In case you close the tool by accident, you can find the according link on the desktop to start it again. The prepared project to load is also located on the desktop.

1. The EISE Query-Designer: Design and execute domain specific queries

The EISE Query-Designer is an advanced IDE created using JetBrains MPS.

The Query-Designer is just like any other IDE (Eclipse, IntelliJ, Netbeans, etc.). It has a project view (1), an editing area (2), a compile output log (3), and an execution output area (4).
In contrast to other IDEs you do not directly edit the text, instead one edits the abstract syntax tree (AST) of the languages supported by the tool. The Query-Designer is familiar with the Cypher language and can give you appropriate support. So called Query-Sheets already give you the general shape for Cypher queries (MATCH... WHERE... RETURN...) which you will have to fill according to the tasks. Further, it also provides you with auto-completion wherever possible in the editor (to open the auto-completion press Ctrl+Space). Once a query is designed, you need to generate the according Java source files and run them afterwards (the connection to the database is done automatically in the background).

The Query-Designer workflow is as follows:

1. **edit AST**
2. **generate Java source**
3. **execute generated**

### 2. Task Workflow

When solving the given tasks in the study you will only use the EISE Query-Designer to design and execute your queries. Once you think you finished a query you save the project and go on with the tasks.

You are provided a project with prepared Query-Sheets in which you can solve each given task (S1Q1, S1Q2, etc.) individually. The general workflow is:

1. **Step 1:** Open the according Query-Sheet for the current task.
Step 2: Write a query using the provided tool support such as auto-completion (CTRL+Space) and syntax checking. Errors are highlighted in red and give verbose feedback on mouse over. Only compile once all errors have been cleared. Compiling with errors will lead to faulty queries.

Step 3: Generate the according code via the context menu of the model.
Step 4: Run the generated code via the context menu of the Query-Sheet or shortcut.

(Note: Always re-compile before you run – otherwise previously generated code is executed! You can only run a query if it has been generated before)

Step 5: Inspect and verify the results (remember to save the project).
### 3. Shortcuts

<table>
<thead>
<tr>
<th>Shortcut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enter</strong> or <strong>Shift + Enter</strong>&lt;br&gt;<strong>(in the editor)</strong></td>
<td>Add a node in the AST&lt;br&gt;Will add an appropriate node at the current location of the cursor if possible.&lt;br&gt;<strong>For example:</strong> this will add another MATCH clause or RETURN clause if pressed at the end of the according clause.</td>
</tr>
<tr>
<td><strong>Ctrl+Space</strong></td>
<td>Invoke code completion&lt;br&gt;Basic code completion helps you complete the names of nodes, relationships, and keywords within the visibility scope. When you invoke code completion, the context is analysed and choices that are reachable from the current position of the cursor are suggested.</td>
</tr>
<tr>
<td><strong>Ctrl + Shift + F9</strong>&lt;br&gt;<strong>(in the editor)</strong></td>
<td>Generate the model of the currently open query&lt;br&gt;Will generate the module in which the opened query resides.</td>
</tr>
<tr>
<td><strong>Ctrl + Shift + F10</strong>&lt;br&gt;<strong>(in the editor)</strong></td>
<td>Run the currently open query&lt;br&gt;Will run the opened query against the database. The results of the query will be printed to the console.</td>
</tr>
<tr>
<td><strong>Tab / Shift + Tab</strong></td>
<td>Go to next/previous editable cell&lt;br&gt;Will position the cursor at the next/previous cell you can edit</td>
</tr>
<tr>
<td><strong>--</strong>&lt;br&gt;<strong>(in MATCH clause)</strong></td>
<td>Add a relationship&lt;br&gt;Manually add a relationship to the Node where the cursor is. Simply adding two dashes will automatically add a relationship.</td>
</tr>
<tr>
<td><strong>AND / OR / = / &lt;&gt; / etc.</strong>&lt;br&gt;<strong>(in WHERE clause)</strong></td>
<td>Add a logical phrase&lt;br&gt;Writing and/or/=/&lt;&gt;/etc. followed by a space in the where clause automatically adds the appropriate logical expression.</td>
</tr>
<tr>
<td><strong>Ctrl + w / Ctrl + Shift + w</strong></td>
<td>Increase/decrease selection in the editor&lt;br&gt;Will increase/decrease the selection based on the abstract syntax tree. Alternatively one can also use Shift+Up/Shift+Down.</td>
</tr>
<tr>
<td><strong>Alt + 1</strong></td>
<td>Show/Hide project view&lt;br&gt;Shows or hides the view on the project on the left side of the IDE.</td>
</tr>
</tbody>
</table>
Test Set (S0)

Query 1 (S0Q1) [1 minute]

How many conversations are stored in the database in total?

Hint: This query is already prepared, execute the provided query.

Expected result: 409

Query 2 (S0Q2) [1 minute]

How many locations are located in the Room named “Bath”?

Hint: This refers to the amount of Locations that have an is_in relationship to the Room with name “Bath”.

This query is already prepared, execute the provided query.

Expected result: 1414
Set 1 (S1)

Query 1 (S1Q1) [2 minutes]
Which persons are stored in the database in total?

Hint: Refers to the Person instances in the database.

Expected result: 2083 instances of persons

Query 2 (S1Q2) [2 minutes]
Which persons were stored in the database with a first name?

Hint: All persons have a firstname property. If not provided an empty sting ("") is stored. This query asks for all persons that do not have an empty firstname property.

Expected result: 12 instances of persons

Query 3 (S1Q3) [2 minutes]
How many agents are stored in the database in total?

Hint: Refers to the absolute count of all agents in the database. Use the count() function.

Expected result: 2
Set 2 (S2)

Query 1 (S2Q1) [5 minutes]
In which conversations where persons with a known last name involved?

Hint: Refers to all instances of conversations that have an involved_in relationship to persons who have a not empty lastname property.

Expected result: 214 instances of conversations (or 219 rows)

Query 2 (S2Q2) [5 minutes]
How many conversations are in the database in which persons and agents were active together?

Hint: 1. Refers to the amount of conversations to which persons had an involved_in relationship and at the same time agents also have an involved_in relationship to.
   
   2. Use multiple relationships within a MATCH clause (alternatively it is also possible to use multiple MATCH clauses).

Expected result: 243
Set 3 (S3)

Query 1 (S3Q1) [5 minutes]

In which room and when did conversations start in which persons interacted with the agent named “Flobi”?

**Hint:** Multiple MATCH clauses allow to match against several graphs at the same time. The elements in MATCH clauses can reference to each other (see Cypher Information Sheet, Section 2).

**Expected result:** Total of 243 (rooms are among “Wardrobe” and “Kitchen”)

Query 2 (S3Q2) [5 minutes]

Which conversation where the agent with name “Flobi” was involved in have happened last year and which persons were also involved?

**Hint:** To filter the last year one has to make a restriction on the start and end property of conversations. The filter has to be done after the timestamp 1451606400 and before timestamp 1481818044.

**Expected result:** 211 instances of conversations (or 216 rows) and a total of 11 instances of persons
Set 4 (S4)

Query 1 (S4Q1) [2 minutes]
Which conversations were recorded?

Hint: Refers to all conversations in the database.

Expected result: 409 instances of conversations

Query 2 (S4Q2) [2 minutes]
Which persons age is known?

Hint: All persons have an age property. If not provided a zero ("0") is stored. This query asks for all persons that have an age property larger than zero.

Expected result: 12 instances of persons

Query 3 (S4Q3):
How many sensors are stored in the database?

Hint: Refers to the absolute count of all sensors in the database. Use the count() function.

Expected result: 2
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A.6 Questionnaire Results

A.6.1 Feedback

A.6.1.1 Tool feedback

Condition: MPS, ID: 7 – “mps immer noch furchtbar”
Condition: MPS, ID: 12 – “Autocomplete manchmal etwas komisch in der benutzung”
Condition: NEO, ID: 15 – “Es ist nicht immer klar, wie die Beziehungen benannt sind, wenn man die Graph Visualisierung benutzt”
Condition: NEO, ID: 17 – “MATCH und RETURN scheinen immer gebraucht zu werden für Anfragen, daher könnten diese als feste Felder bereitgestellt werden, sodass sie nicht als Keywords eingetippt werden müssen”
Condition: MPS, ID: 18 – “Mit Vorurteilen in MPS richten sich einige meiner Antworten vielleicht auch auf die Benutzbarkeit der IDE an sich.”
Condition: MPS, ID: 26 – “Programm akzeptiert nur Ausdrücke, die mit code-completion erstellt wurden.”
Condition: MPS, ID: 28 – “Autocomplete ist meistens nervig und unnötig”
Condition: NEO, ID: 29 – “Könnte man in den eckigen Klammern auch Vergleichsoperatoren nutzen, statt das WHERE?”
A.6 questionnaire results

A.6.1.2 Study feedback

Condition: MPS, ID: 32 – “Die Schritte Übersetzen und Ausführen müssen vereinheitlicht werden”
Condition: MPS, ID: 34 – “Unvorhersehbar delete sprengt unrelated entries weg. Autocomplete triggern nervt insgesamt behindert mmn mehr als dsl im texteditor zu schreiben”

Condition: NEO, ID: 15 – “Prozentabstufungen (100er) finde ich etwas ueber... 5er Schritte reichen voellig”
Condition: NEO, ID: 25 – “Es war nicht hundertprozentig klar, ob die Zeitvorgabe bei den Aufgaben massgeblich war oder die komplett richtige Lösung.”
Condition: MPS, ID: 28 – “$S_3$ war bockschwer, links- und rechts-Ausdrücke sollte man im Bedienkonzept (Anleitung) besser erklären”
Condition: NEO, ID: 31 – “Das man zwei Zettel hat die man für das konstruieren der Anfragen hat ist nicht ganz optimal, aber lässt sich wohl nicht vermeiden. Ich hätte mir bessere Beispiele zu kombinierten Anfragen, Filtern und vor allem für die Relationen gewünscht, hauptsächlich für große Relationen, die in SET 3 auftauchten.”
Condition: MPS, ID: 32 – “Textuelle Beschreibung nicht konsistent mit der IDE”
Condition: NEO, ID: 33 – “eine vernünftige nicht ruckelnde maus bzw einstellung wäre nett”
Condition: NEO, ID: 35 – “Frage und Hinweis passten meist nicht zusammen, Frage nach ‘which’ aber expected answer war eine Zahl, schien komisch”

A.6.1.3 Other feedback

“Condition: MPS, ID: 7 – viel Erfahrung mir keiner programmiersprache :-D”
“Condition: NEO, ID: 15 – eine deutsche und eine englische Tastatur sind etwas verwirrend...”
“Condition: MPS, ID: 18 – Viel Glück!”
“Condition: MPS, ID: 24 – :)”
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A
ANTLR
ANother Tool for Language Recognition. used on: p. 41

API
Application programming interface. used on: pp. 28, 77, 102, 119

AST
abstract syntax tree. used on: pp. 11, 35, 37, 38, 40, 41, 95, 119, 152, 161

C
CI
Continuous Integration. used on: pp. 124, 127, 128, 131

CITEC
Cluster of Excellence Cognitive Interactive Technology at Bielefeld University. used on: pp. 53, 147

CITk
Cognitive Interaction Toolkit. used on: pp. 124, 125

CSRA
Cognitive Service Robotics Apartment as Ambient Host. used on: pp. xii, xiv, 8, 45, 47, 49, 51, 53–58, 61, 64, 65, 72, 73, 75, 79, 101, 107, 131

D
DBMS
Database Management System. used on: pp. 4, 5, 11, 17, 18, 21–23, 25, 59

DIKW
data-information-knowledge-wisdom. used on: pp. xii, 11–13, 28, 58, 80

DSL
domain-specific language. used on: pp. v, xv, xvii, 5–7, 22, 31–36, 38–41, 43–45, 47, 49, 57, 73, 76, 78, 79, 81, 101, 107, 117, 123–126, 130, 131, 135–140, 150, 152, 158, 161

E
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EISE
Embodied Interaction in Smart Environments. used on: pp. xii, 3, 6–8, 11, 19, 21, 22, 24–28, 42, 45, 51–53, 55, 58, 62, 64, 70–73,
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**EISEQD**

*Embodied Interaction in Smart Environments (EISE) Query Designer. used on: pp. xii, 81, 107, 109, 128, 130, 131, 133, 135, 140, 141, 146, 150–153, 158, 162, 165–167*

**EMF**

Eclipse Modeling Framework. *used on: p. 38*

**G**

**GDB**

Graph Database Management System. *used on: pp. xii, 4, 11, 12, 16, 18, 19, 21–24, 28, 44, 77, 96, 100, 101, 112, 119, 141*

**GDQ**

graph database query. *used on: pp. v, 81, 161, 162*

**GPL**

General Purpose Language. *used on: pp. 5, 30, 41, 78, 101*

**GQL**

graph query language. *used on: pp. 7, 12, 18, 22–24, 28, 34, 44, 76–78, 84, 85, 88, 89, 96, 98, 100, 101, 112, 116, 158*

**H**

**HRI**

human–robot interaction. *used on: pp. v, 3, 4, 6, 11, 14, 52, 54, 68, 72, 78, 161*

**I**

**IDE**

integrated development environment. *used on: pp. 6, 7, 33, 41, 47, 79–81, 83, 101, 102, 107, 119, 126, 128, 131, 135, 136, 152, 153, 157, 158, 162*

**L**

**LOC**

(Source) Lines Of Code. *used on: pp. 43, 79, 137, 138, 153*

**LOP**

Language-oriented Programming. *used on: p. 45*

**M**

**M2M**

model-to-model. *used on: pp. 33, 38, 40, 41, 108, 114, 116, 118, 158*

**M2T**


**MDE**

Model-driven Engineering. *used on: p. 29*
MDSE
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MOF
Meta-Object Facility. used on: pp. xii, 31, 38, 41, 161

MPS
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OGM
Object Graph Mapping. used on: p. 22

OMG
Object Management Group. used on: pp. xii, 31, 38, 80, 102

OWL
OWL Web Ontology Language. used on: pp. 63, 68

P
PGQL
Property Graph Query Language. used on: p. 27

R
RDF
Resource Description Framework. used on: pp. 19, 25, 63, 68, 78

ROS
Robot Operating System. used on: pp. 4, 13, 14

RSB
Robotics Service Bus. used on: pp. 56, 101

RST
Robotics Systems Types. used on: p. 101

S
SAT
boolean satisfiability problem. used on: p. 158

SLAM
Simultaneous Localization and Mapping. used on: p. 69

SMT
satisfiability modulo theories. used on: p. 158

SPARQL
SPARQL Protocol and Resource Description Framework (RDF) Query Language. used on: pp. xv, 19, 23–26, 68, 78

SQL
Structured Query Language. used on: pp. 5, 17, 19, 23, 25–28, 79, 102, 147
SUS
System Usability Scale. used on: pp. xiii, 139, 142, 145, 146, 148, 150–153, 165

TLX
NASA Task Load Index. used on: pp. xiii, 139, 140, 144–149, 151, 153, 157, 165

UEQ
User Experience Questionnaire. used on: pp. xiii, 139, 142, 145, 146, 148, 150, 151, 153, 166

UML
Unified Modeling Language. used on: pp. 36, 83

W3C
World Wide Web Consortium. used on: pp. 25, 66, 70, 91, 115

XML
Extensible Markup Language. used on: p. 127
GLOSSARY

A

abstract syntax

“The abstract syntax is a data structure that can hold the semantically relevant information expressed by a program. It is typically a tree or a graph. It does not contain any details about the notation – for example, in textual languages, it does not contain keywords, symbols or whitespace.” [Völ13a, p. 26] used on: pp. xvii, 30, 33, 34, 38, 40, 42, 43, 47, 83, 108, 150

artifact

Artifacts of domain-specific language (DSL) generation are commonly defined as the results of model transformations. In the case of model-to-text (M2T) transformation artifacts often they refer to generated source code or text, while the results of model-to-model (M2M) transformations commonly are other models. Further, M2T artifacts can also be libraries or a compiled integrated development environment (IDE). In the context of software building and Continuous Integration (CI) servers, artifacts refer to any result of a successful build process. used on: pp. 30, 32, 40, 47, 72, 76, 78, 81, 84, 114, 116, 123, 124, 126, 128, 135, 138, 152

B

behavior developers

Behavior developers are a group of actors commonly involved in the Cognitive Service Robotics Apartment as Ambient Host (CSRA) environment who are closely involved in the system development and make use of available capabilities. They are domain experts on how to create suitable interactions for the naïve users via the available actuation and interaction mechanisms. Interaction design and creation is their core task in this role and thus this task requires them to have appropriate domain-specific knowledge and programming skills. As a result of their specificity, behavior developers do not necessarily know which interaction relevant data, information, or knowledge is stored, and in what format the data is stored and accessed optimally. used on: pp. v, 4–6, 24, 58–60, 68, 70–72, 76, 79, 81, 128, 161

C

cognitive projectional editor gap

Developers are used to traditional text based inputs and the common workflow involves only parser-based programming
support. Using a projectional editor for the first time consequently requires the developers to change their mental model and think on the model or concept layer. The learning curve for unexperienced users is thus commonly very steep. However, once developers adjust and adapt their mental representation to the projectional schema, they overcome their cognitive projectional editor gap and reach similar or better performance as before. used on: pp. 152, 153, 157

carbonate syntax
“The concrete syntax defines the notation with which users can express programs. It may be textual, graphical, tabular or a mix of these.” [Völ13a, p. 26] used on: pp. xii, xvii, 25, 30, 33, 34, 38–40, 42, 47, 83, 92, 94, 101, 108, 109, 113–117, 120, 121, 128, 129, 131, 137, 150, 157

D
denotational semantics
The denotational semantics of a language describe its behavior by formalizing the meanings via mathematical constructs. The syntax independence provides a maximal abstraction to describe the language actions. In this thesis the provided semantics follow the notations as presented by Hennessy [Hen90; Com17]. used on: pp. xvii, 8, 34, 83, 85, 86, 99, 102, 107, 116, 118, 162

domain-specific language
A domain-specific language is a programming language designed to have limited expressiveness to provide a focused access to a particular domain. This contrasts to the usual programming approach makes extensive use of General Purpose Languages (GPLs). Within large software system, individual DSLs usually only target one specific aspect of the overall system [Fow10]. used on: pp. v, xvii, 5–7, 23, 31–36, 38–41, 43–45, 47, 49, 57, 73, 76, 78, 79, 81, 101, 107, 117, 123–126, 130, 131, 135–140, 150, 152, 158, 161

G
General Purpose Language
“General Purpose Programming Languages (GPLs) are a means for programmers to instruct computers. All of them are Turing complete, which means that they can be used to implement anything that is computable with a Turing machine. It also means that anything expressible with one Turing complete programming language can also be expressed with any other Turing complete programming language. In that sense, all programming languages are interchangeable.” [Völ13a, p. 27] used on: pp. 5, 30, 41, 78, 101
human–robot interaction

“Human–Robot Interaction (HRI) is a field of study dedicated to understanding, designing, and evaluating robotic systems for use by or with humans. Interaction, by definition, requires communication between robots and humans.” [GS07] used on: pp. v, 3, 4, 6, 11, 14, 52, 54, 68, 72, 78, 161

labeled property multidigraph

A graph $G$ which is defined by $G = (V, E, \rho, \lambda, \sigma)$. Such a graph allows to (1) contain multiple directed edges, (2) attach multiple properties from finite sets $\text{Prop}$ and constants $\text{Const}$ to nodes and edges, (3) attach different labels from a finite set $\text{Lab}$ to nodes and edges, and (4) contain multiple edges between nodes with identical source, target, and label(s). used on: pp. 16, 18, 19, 22, 23, 25, 28, 44, 82, 84, 89, 97, 103

language workbench


Language-oriented Programming

“Language Oriented Programming to mean the general style of development which operates about the idea of building software around a set of DSLs” [Fow05] used on: p. 45

loop

Loops, see loop for more information. used on: p. 15

Layer 0 of the Object Management Group (OMG) meta-modeling layers: “the concrete level (any real situation, unique in space and time, represented by a given model from)” [BG01, p. 3] used on: p. 30

Layer 1 of the OMG meta-modeling layers: “the model level (any model with a corresponding meta-model from $M_2$” [BG01, p. 3] used on: pp. 30, 45, 77, 95, 161, 162
Layer 2 of the OMG meta-modeling layers: “the meta-model level (contains any kind of meta-model, including the UML meta-model)” [BG01, p. 3] used on: pp. 30, 45, 77, 81, 95, 161

Layer 3 of the OMG meta-modeling layers [BG01] called the meta-meta-model level. used on: pp. 30, 81

“A meta-model is a model whose instances define the schema for another model.” [Fow10] It thus defines the abstract syntax of a language which is used to define valid language concepts [Völ13a]. used on: pp. xii, 5–7, 14, 30, 33, 37, 41–43, 47, 65, 75, 77, 81, 83–85, 88, 89, 91–95, 107, 110, 112, 114, 115, 130, 131, 137, 161

“A model is a simplification of a system built with an intended goal in mind (…). The model should be able to answer questions in place of the actual system. The answers provided by the model should be the same as those given by the system itself, on the condition that questions are within the domain defined by the general goal of the system.” [BG01, p. 2] used on: pp. 5–8, 11, 29, 30, 32, 37, 38, 40, 42–44, 47, 49, 51, 53, 59, 61, 65, 70, 72, 75–78, 80, 81, 83, 84, 88, 95, 97, 108, 109, 114, 116, 118, 123, 124, 127, 129, 135, 151, 161, 162

Model-driven Engineering
Synonym for Model-driven Software Engineering (MDSE). used on: p. 29

Model-driven Software Engineering
“MDE is a software engineering approach that considers models not just as documentation artefacts but also as first-class citizens, where models might be used throughout all engineering disciplines and in any application domain.” [Rod15a] used on: pp. v, 5–9, 11, 14, 15, 27, 29–32, 41–48, 58, 65, 72, 75, 76, 97, 102, 103, 131, 135, 136, 138–140, 152, 153, 161

Module
A JetBrains Meta Programming System (MPS) module organizes models into higher level groupings. Therefore modules usually consist of multiple models along with the required meta information describing the relevant module properties and dependencies. MPS differentiates between multiple types of modules: languages, generators, devkits, and solutions. used on: pp. xii, 100, 101, 108–110, 112, 114, 117–119, 121, 123–126, 131
Object Graph Mapping

A mapping between graph elements (nodes, edges, properties, etc.) and plain old Java objects. used on: p. 22

pragmatics

The pragmatics of a language are described by the practical concerns and considerations of a DSL implementation. They describe “how modeling languages can be used in a more efficient and appropriate way [...] [and] [...] also refers practical aspects of using modeling languages and MDE on real-world projects” [Rod15a, p. 6]. Examples are practical features such as language completion, quick-fixes, or code refactoring. used on: pp. 7, 38, 41, 42, 47, 76, 83, 92, 94, 100, 107, 108, 116, 118–120, 130, 131

sharding

“Often, a busy data store is busy because different people are accessing different parts of the dataset. In these circumstances we can support horizontal scalability by putting different parts of the data onto different servers – a technique that’s called sharding.” [SF13, p. 46] used on: p. 22

smart environment

“Smart environments combine perceptual and reasoning capabilities with the other elements of ubiquitous computing in an attempt to create a human-centered system that is embedded in physical spaces. [...] A smart environment is a small world where all kinds of smart devices are continuously working to make inhabitants’ lives more comfortable” [CD05] used on: pp. v, 3, 49, 52, 54, 57, 64, 72

solution

A MPS solution is the entry level module and represents a set of models. End user models are often referred to as sandbox solutions, while runtime solutions allow to provide code to other modules, such as Java classes, sources or jar files. Lastly, plugin solutions allow to extend the IDE functionality by providing menu entries, tool panels, windows, or other features. used on: pp. xii, 109, 114, 123, 128, 136

usability

Qualitative characteristic of software as defined in [ISO9126] (withdrawn and succeeded by [ISO25010]) describing the extend to which software reaches a certain quality in use. used on: pp. v, 45, 136–140, 151–153, 157, 159, 162
vertical prototype

“As soon as you have a reasonable understanding of the TECHNOLOGY-INDEPENDENT ARCHITECTURE and the TECHNOLOGY MAPPING, make sure you test the non-functional requirements. Build a vertical prototype: an application that uses all of the above and implements it only for a very small subset of the functional requirements. This specifically includes performance and load tests. [...] you have to verify that the programming model does not result in problems with regard to QoS later. You have to make sure the various aspects you define in your architecture really work together.” [Völ+13, p. 269] used on: pp. v, 6–8, 45, 47, 101–103, 105, 107, 112, 117, 119, 125, 126, 130, 133, 135, 157, 162
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