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1. Introduction

The essence

In this thesis we study linear nonlocal operators that involve symmetric integral kernels. The operators under investigation are integro-differential operators of the form

$$L_k u(x) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x)) k(x, y) \, dy, \quad (1.1)$$

where the kernel $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ is a measurable function that is symmetric in the sense that $k(x, y) = k(y, x)$ for all $x, y \in \mathbb{R}^d$. Under additional conditions on a pointwise lower bound of the kernel we establish a coercivity estimate in $\dot{H}^{\alpha/2}$, $\alpha \in (0, 2)$, of the bilinear form that is associated to (1.1), and contribute to the regularity theory of weak solutions of the elliptic equation

$$-L_k u(x) = f(x), \quad x \in \Omega, \quad (1.2)$$

where $\Omega \subset \mathbb{R}^d$ is a domain and $f$ is a function. Furthermore, we prove local boundedness results and deduce Harnack inequalities for weak solutions of the above elliptic equation provided that the kernel $k$ satisfies an integral bound and a pointwise upper bound of the form $c |x - y|^{-d-\alpha}$ for almost all $x, y \in \mathbb{R}^d, x \neq y$ and some uniform constant $c > 0$.

Motivation

Nonlocal equations have a large number of applications in economics (finance [CT04]), mathematical physics (kinetic gas theory [Vil02], peridynamics [Sil00]) and enter also in conformal geometry [CG11]. In mathematics, nonlocal operators lie at the interface between analysis and stochastic processes. One link that connects these two branches is given by semigroup theory. Operators of the form (1.1) appear as infinitesimal generators of semigroups, which correspond to pure-jump symmetric Lévy processes. This connection has proved very fruitful in recent years since it allows the combination of probabilistic methods and analytic techniques in order to prove regularity results as well as Harnack inequalities for solutions of corresponding nonlocal equations.

Let us first fix the terms local operator and nonlocal operator. Let $V, W$ be function spaces. An operator $\mathcal{L} : V \to W$ is called a local operator if for all $f \in V$ it holds $\text{supp}(\mathcal{L} f) \subset \text{supp}(f)$. Otherwise $\mathcal{L}$ is called a nonlocal operator.
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Let $\alpha \in (0, 2)$. A prominent example of a nonlocal operator of the form (1.1) is the fractional Laplace operator $(-\Delta)^{\frac{\alpha}{2}}$. This operator may be defined as
\[
-(-\Delta)^{\frac{\alpha}{2}} : \mathcal{S}(\mathbb{R}^d) \to L^2(\mathbb{R}^d),
\]
\[
-(-\Delta)^{\frac{\alpha}{2}} u(x) = C(d, \alpha) \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} (u(y) - u(x))|x-y|^{-d-\alpha} \, dy, \quad x \in \mathbb{R}^d.
\]

Here $\mathcal{S}(\mathbb{R}^d)$ is the Schwartz space and $C(d, \alpha)$ is a normalizing constant. We refer the reader to [DPV12] and the survey [Kwa19] for more details concerning this operator. The fractional Laplace operator is the infinitesimal generator of the transition semigroup of the rotationally symmetric $\alpha$-stable Lévy process, see [Kwa19, Theorem 4.1] and references therein. That is why in our work we use the notation $(-\Delta)^{\frac{\alpha}{2}}$ instead of $(-\Delta)^{s}$, which carries over to the notation of fractional Sobolev spaces. Here we write $H^{\frac{\alpha}{2}}$ instead of $H^{s}$.

As mentioned above, another area of application for operators of the form (1.1) is kinetic gas theory. This thesis is strongly motivated by nonlocal operators that appear in recent contributions to the Boltzmann equation.

This equation models the evolution of the density $f$ of particles in an ideal gas, see the survey by Villani [Vil02] and the original work by Boltzmann [Bol81] for a thoroughly explanation. The function $f$ depends on time $t \in \mathbb{R}$, space $x \in \mathbb{R}^d$ and velocity $v \in \mathbb{R}^d$ of the particles in the gas. The Boltzmann equation has the form
\[
\partial_t f + (v, \nabla_x f) = Q(f, f), \quad t \in \mathbb{R}, x \in \mathbb{R}^d, v \in \mathbb{R}^d.
\]
The right-hand side $Q(f, f)$ of the equation is the Boltzmann collision operator. This nonlocal operator depends on the so-called cross section $B$, which is part of the integrand in $Q$. As shown in [Vil02], if $B$ satisfies certain properties, then the operator $(f, g) \mapsto Q(f, g)$ can be decomposed into the sum of two terms $Q(f, g) = Q_1(f, g) + Q_2(f, g)$ that satisfy specific properties on which we comment below. This decomposition holds in particular in the physically relevant model derived from inverse power laws. The interesting part now is that for a given function $f$ one can show that
\[
Q_1(f, g) = \int_{\mathbb{R}^d} (g(v') - g(v))k_f(t, v, v') \, dv',
\] (1.3)
see [Sil16, Lemma 4.1]. Above $k_f(t, v, v')$ is an integral kernel that depends also on time $t$ and the solution $f$ of the equation. A key property of this integral kernel is that, under the assumption that physical quantities such as mass, entropy and energy are bounded, the kernel is bounded from below in a cone of directions. That is, $k_f(t, v, v')$ is bounded from below by a constant times $|v' - v|^{-d-\alpha}$ for $\alpha \in (0, 2)$, whenever $v' - v$ is in some linear cone $\Xi(v)$ depending on the velocity $v$, cf. [Sil16, Lemma 4.8] or [IS20, Lemma A.3]. Here a linear cone $\Xi \subset \mathbb{R}^d$ is a set that fulfills $\delta \Xi = \Xi$ for any positive $\delta$. We point out that the kernel $k_f$ is not symmetric in our sense, instead it satisfies $k_f(t, v, v + w) = k_f(t, v, v - w)$ for almost all $t \in \mathbb{R}, v, w \in \mathbb{R}^d$. However, the example of the Boltzmann kernel shows that it is important to derive results for operators with very mild assumptions on the lower bound of the kernel. This is exactly what we do in this work.
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The results

1.1. Coercivity in fractional Sobolev spaces

In this part of the thesis we study quadratic functionals on $L^2(\Omega)$ that are associated to (1.1).

For a certain class of integral kernels $k$ we prove an estimate of the form

$$\int_B \int_B (f(x) - f(y))^2 k(x, y) \, dx \, dy \geq c \|f\|^2_{\dot{H}^{\frac{\alpha}{2}}(B)}. \quad (1.4)$$

Here $B$ is any ball in $\mathbb{R}^d$, $f \in L^2(B)$ and $c > 0$ is a constant independent of $B$ and $f$. The right-hand side refers to the homogeneous fractional Sobolev norm given by

$$\|f\|_{\dot{H}^{\frac{\alpha}{2}}(B)} = \left( \int_B \int_B (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy \right)^{\frac{1}{2}}.$$

The above result (1.4) says that the bilinear form

$$\mathcal{E}_B^k(f, g) = \int_B \int_B (f(x) - f(y))(g(x) - g(y))k(x, y) \, dy \, dx$$

is coercive in $\dot{H}^{\frac{\alpha}{2}}(B)$.

Coercivity estimates of the form (1.4) play a key role in the regularity theory of nonlocal operators. They are needed to adapt the De Giorgi-Nash-Moser techniques to the nonlocal setting, which in turn lead to a priori Hölder estimates of corresponding weak solutions of elliptic and parabolic equations that involve the operator (1.1). We refer the reader to the previous works [FK13], [KS14] and [DK20], where coercivity estimates of the form (1.4) appear in the assumptions of the main theorems. In the ensuing section of this introduction, cf. Section 1.2, a version of (1.4) appears in the main result as an assumption as well. Dyda’s and Kassmann’s article [DK20] can be seen as our initial motivation in order to derive a result of the form (1.4). The reason for this is that the theory established in their article allows to deduce a weak Harnack inequality and regularity results for weak solutions of the elliptic equation (1.2) from (1.4) and additional assumptions. With the main result in this part of the thesis we contribute to the regularity theory derived by Dyda and Kassmann. We will again pick up this topic when we discuss applications of our main result.

Assertions like (1.4) are obviously true for kernels $k$ that fulfill

$$k(x, y) \geq c |x - y|^{-d-\alpha} \quad (1.5)$$

for almost all $x, y \in \mathbb{R}^d, x \neq y$ and some uniform constant $c > 0$. 
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In our case the lower bound in (1.5) holds true only if \( x - y \) is an element of some cone. Otherwise the pointwise lower bound of \( k(x, y) \) is 0.

Let us fix some notation first. By \( V \) we denote a double cone in \( \mathbb{R}^d \) with apex at \( 0 \in \mathbb{R}^d \), symmetry axis \( v \in \mathbb{R}^d \) and apex angle \( \vartheta \in (0, \frac{\pi}{2}] \). Let \( \mathcal{V} = (0, \frac{\pi}{2}] \times \mathbb{P}^{d-1}_R \) denote the family of all such double cones. Here \( \mathbb{P}^{d-1}_R \) is the real projective space of dimension \( d - 1 \). A shifted double cone is denoted by \( V[x] = V + x, x \in \mathbb{R}^d \). A mapping \( \Gamma : \mathbb{R}^d \to \mathcal{V} \) is called a configuration. If a configuration \( \Gamma \) enjoys the property that the infimum \( \vartheta \) over all apex angles of cones in \( \Gamma(\mathbb{R}^d) \) is strictly positive, then \( \Gamma \) is called \( \vartheta \)-bounded. A \( \vartheta \)-bounded configuration that satisfies

\[
\{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d \mid y - x \in \Gamma(x)\}
\]

is called \( \vartheta \)-admissible. The integral kernels that we consider enjoy for \( \alpha \in (0, 2) \) the pointwise estimate

\[
k(x, y) \geq \Lambda(1_{\mathcal{V}[x]}(y) + 1_{\mathcal{V}[y]}(x))|x - y|^{-d-\alpha}
\]

for almost all \( x, y \in \mathbb{R}^d, x \neq y \), where \( d \geq 2 \) and \( \Lambda > 0 \). Above, \( \mathcal{V}[x] = \Gamma(x) + x \). If \( \Gamma \) is \( \vartheta \)-admissible, then (M) is natural, since it just says that the lower bound of \( k \) in (1.6) is a measurable function.

In the remainder of this section we state our main result, explain the ideas of the proof, discuss similar results and provide applications of the main result.

The main result of this part of the thesis reads as follows.

**Theorem** (see Theorem 8.1). Let \( \Gamma \) be a \( \vartheta \)-admissible configuration and \( \alpha \in (0, 2) \). Let \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) be a measurable function satisfying \( k(x, y) = k(y, x) \) and (1.6).

Then there is a constant \( c > 0 \) such that for every ball \( B \subset \mathbb{R}^d \) and for every \( f \in L^2(B) \), the inequality

\[
\int_B \int_B (f(x) - f(y))^2 k(x, y) \, dx \, dy \geq c \int_B \int_B (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy
\]

holds.

The constant \( c \) depends on \( \Lambda \), the dimension \( d \) and \( \vartheta \). It is independent of \( k \) and \( \Gamma \). For \( 0 < \alpha_0 \leq \alpha < 2 \), the constant \( c \) may be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

The idea of the proof of the above theorem is inspired by [HK07, Theorem 2.4]. Here, Husseini and Kassmann use the existence of certain chains, see assumption (B) therein, to establish a comparability result for quadratic forms. Our proof of (1.7) is built on discrete approximations of the quadratic forms involved. We show how one can approximate a given quadratic form on \( L^2(B) \) \((B \subset \mathbb{R}^d \) a ball\) through a sequence of discrete quadratic forms. Moreover, we provide a discrete analogue of (1.7): We show in Theorem 7.1 that
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every discrete kernel \( w(x, y) : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty) \) that satisfies a suitable version of (1.6) for a \( \vartheta \)-bounded configuration fulfills

\[
\sum_{x, y \in B_R(x_0) \cap \mathbb{Z}^d} |x - y|^{-d - \alpha} \omega(x, y) \geq c \sum_{x, y \in B_R(x_0) \cap \mathbb{Z}^d} |x - y|^{-d - \alpha},
\]

where the constant \( \kappa \geq 1 \) is uniform, \( c > 0 \) depends on the same quantities as the constant in (1.7) and \( R_0 > 0 \) is some given constant.

One can now deduce a version of the above discrete result for every lattice \( h \mathbb{Z}^d \). The continuous result (1.7) follows then by considering the limit \( h \to 0 \).

The proof of (1.8) is challenging. We first show that any two lattice points \( x, y \) can be connected by a path in a graph, where points \( x, y \) are directly connected if \( x - y \) lies in the cone attached at \( y \) or in the cone attached at \( x \). These paths satisfy certain additional properties. An important argument in this proof is that one can pass from the possibly uncountable set of different cones in \( \Gamma(\mathbb{R}^d) \) to a finite family of cones. This is only possible since \( \Gamma \) is \( \vartheta \)-bounded, which enables us to use the induction principle to prove the existence of the above mentioned paths.

Let us comment on similar results like (1.7). In the article [DK20] Dyda and Kassmann treat elliptic equations and provide several examples for kernels and more general families of measures that satisfy (1.4).

Another similar result comes from recent progress regarding the Boltzmann equation. As described in (1.3) for fixed \( f \) the map \( g \mapsto Q_1(f, g) \) can be understood as a linear operator \( g \mapsto L_v g \) in the velocity variable, whereas \( g \mapsto Q_2(f, g) \) turns out to be of lower order. The operator \( L_v \) satisfies

\[
\lambda \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(g(v) - g(v'))^2}{|v - v'|^{d + \alpha}} dv dv' \leq - \int_{\mathbb{R}^d} (L_v g)(v) g(v) dv + \Lambda\|g\|^2_{L^2(\mathbb{R}^d)}
\]

for any function \( g : \mathbb{R}^d \to \mathbb{R} \) supported in \( B_R, R > 1 \). The constants \( \lambda \) and \( \Lambda \) depend on physical quantities related to \( f \) and on the dimension. For the Boltzmann equation the above coercivity condition is well known and can be proved using methods from Fourier analysis, see the references in [IS20]. However, in [IS20, Lemma A.6] Imbert and Silvestre use a result like (1.7) to prove (1.9). The integral kernel derived from the Boltzmann equation enjoys a bound from below that is similar to our lower bound. Yet, the class of cones is different. The cones in [IS20] have the property that they always have an intersection of positive measure. This property is not an artificial assumption, it comes from the Boltzmann equation and the assumptions on the solution. In our case, the intersection of two cones \( \Gamma(x) + x \) and \( \Gamma(y) + y \) for \( x \neq y \) may be the empty set.

Another similar result was obtained recently by Chaker and Silvestre in [CS19, Theorem 1.2]. Here the authors work under the very weak assumption that the nondegeneracy set \( \{ y \mid k(x, y) \geq c|x - y|^{-d - \alpha} \} \) has some densities in all directions, see [CS19, Assumption
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1.1] for a precise statement. Their kernels include our kernels. However, their result is only formulated on all of $\mathbb{R}^d$. They also provide a localized version, but the balls on either side of the inequality are of different radii, cf. [CS19, Theorem 1.3].

Applications of the main result

In the following paragraph we provide applications of the coercivity estimate (1.4). For the applications it is important that we have the coercivity result for every ball $B \subset \mathbb{R}^d$. Our first application concerns function spaces. Let $\Omega \subset \mathbb{R}^d$ be a domain. We denote by $H^k(\Omega) = \{f \in L^2(\Omega) \mid \|f\|_{H^k(\Omega)} < \infty\}$ the Hilbert space with seminorm

$$
\|f\|_{H^k(\Omega)} = \left(\int_{\Omega} \int_{\Omega} (f(x) - f(y))^2 k(x, y) \, dx \, dy\right)^{\frac{1}{2}}
$$

and corresponding norm $\|f\|_{H^k(\Omega)} = \left(\|f\|^2_{L^2(\Omega)} + \|f\|^2_{H^k(\Omega)}\right)^{\frac{1}{2}}$. If $k(x, y) = |x - y|^{-d-\alpha}$, then we use the notation $H^k(\Omega) = H^{\frac{d}{2}}(\Omega)$.

**Theorem** (see Theorem 9.1). Let $k$ be a kernel that satisfies (1.4). Then $H^k(\mathbb{R}^d) \subset H^{\frac{d}{2}}(\mathbb{R}^d)$.

In addition, let $k$ satisfy

$$
k(x, y) \leq B|x - y|^{-d-\alpha} \text{ for almost all } x, y \in \mathbb{R}^d, x \neq y \text{ and } B \geq 1. \tag{1.10}
$$

Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain. Then the spaces $H^k(\Omega)$ and $H^{\frac{d}{2}}(\Omega)$ coincide. The seminorms $\|\cdot\|_{H^k(\Omega)}$ and $\|\cdot\|_{H^{\frac{d}{2}}(\Omega)}$ as well as the corresponding norms are comparable on $H^k(\Omega)$. The subspace $C^\infty(\overline{\Omega})$ is dense in $H^k(\Omega)$.

Moreover, $H^k(\mathbb{R}^d) = H^{\frac{d}{2}}(\mathbb{R}^d)$. The seminorms $\|\cdot\|_{H^k(\mathbb{R}^d)}$ and $\|\cdot\|_{H^{\frac{d}{2}}(\mathbb{R}^d)}$ as well as the corresponding norms are comparable on $H^k(\mathbb{R}^d)$. The subspace $C^\infty_c(\mathbb{R}^d)$ of smooth functions with compact support in $\mathbb{R}^d$ is dense in $H^k(\mathbb{R}^d)$.

The density result gives us another application coming from the theory of Markov jump processes and its connection to Dirichlet forms. We provide the necessary definitions in Chapter 5.

**Corollary** (see Corollary 9.2). Let $k$ be a symmetric kernel that satisfies (1.6) and (1.10). The Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ on $L^2(\mathbb{R}^d)$ with $\mathcal{D}(\mathcal{E}) = H^{\frac{d}{2}}(\mathbb{R}^d)$ and

$$
\mathcal{E}(f, g) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x)) (g(y) - g(x)) k(x, y) \, dx \, dy,
$$

is a regular Dirichlet form on $L^2(\mathbb{R}^d)$. There exists a corresponding Hunt process.
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As mentioned in the beginning, we contribute to the theory in [DK20]. If $k$ satisfies (1.10) and (1.6), then the result (1.7) says in particular that [DK20, Assumption (A)] is true for $\mu(x, dy) = k(x, y) dy$. Since the existence of cutoff functions (Assumption (B) in [DK20]) is also guaranteed in our case, we have the following theorem.

**Theorem** (see Theorem 9.3 and Theorem 9.5). Let $\Omega \subset \mathbb{R}^d$ be open. Let $\alpha \in (0, 2)$ and $f \in L^q(\Omega)$ for $q > \frac{d}{\alpha}$. Assume the kernel $k$ is symmetric, satisfies (1.6) and (1.10). Then every weak supersolution $u : \mathbb{R}^d \to \mathbb{R}$ of

$$- \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x))k(x, y) dy = f(x), \quad x \in \Omega,$$

satisfies a weak Harnack inequality. If in addition $u$ is a weak subsolution, then $u$ is Hölder regular in the interior of $\Omega$.

The author of this thesis has published the results described in Section 1.1 together with his co-authors in [BKS19]. This thesis contains further details. In particular, we have added some proofs, which were left out in the published version.

1.2. Local boundedness from above and elliptic Harnack inequalities

The second topic we treat in this thesis is the study of the local boundedness of weak solutions of elliptic equations associated to the operator (1.1). In this part the kernel satisfies an integral bound which replaces the pointwise lower bound in (1.5). Weak solutions are defined with the help of bilinear forms governed by (1.1), see Section 4.2. Our studies lead us to the derivation of Harnack inequalities.

The results in this part of the thesis contribute to the question: Which additional properties of the kernel are needed to ensure that a weak Harnack inequality yields a full Harnack inequality? To the best of the author’s knowledge, this question is only well understood for kernels satisfying the pointwise lower bound in (1.5). We comment on results related to this question further below.

In the following paragraph we state the assumptions that appear in the main theorems. Fix $\alpha \in (0, 2)$. We assume that there is $A > 0$ such that for every ball $B_r(x_0) \subset \mathbb{R}^d$ with $x_0 \in B_1$, $r \in (0, 1]$, and each $v \in H^{\frac{d}{2}}(B_r(x_0))$

$$\mathcal{E}_{B_r(x_0)}^k(v, v) \geq A\|v\|_{H^{\frac{d}{2}}(B_r(x_0))}^2, \quad (A)$$

Above

$$\mathcal{E}_{B_r(x_0)}^k(v, v) = \int_{B_r(x_0)} \int_{B_r(x_0)} (v(x) - v(y))^2 k(x, y) dx dy.$$ 

Condition (A) is nothing but a localized version of (1.4).
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In addition, we always assume that the kernel $k$ is bounded from above in the following way

$$|x - y|^{-d - \alpha} \geq B k(x, y)$$

for almost all $x, y \in \mathbb{R}^d, x \neq y$, \hspace{1cm} (B)

where $B > 0$ is a generic constant.

The combination of (A) and (B) implies a weak Harnack inequality for weak supersolutions corresponding to $\mathcal{L}_k$, see [DK20, Theorem 1.2]. Therefore, a proof of a local boundedness estimate from above immediately implies a full Harnack inequality for the operator $\mathcal{L}_k$.

As in the first part of our thesis, we do not assume the lower bound in (1.5) to hold true. Instead, we suppose that the following integral condition, which we refer to as Condition (C), is fulfilled:

There exists a constant $C > 0$ such that for almost all $x \in B_1, y \in \mathbb{R}^d$ with $x \neq y$ and every radius $0 < r \leq \left(\frac{|x - y|}{2} \wedge \frac{1}{2}\right)$ it holds

$$\int_{B_r(x)} k(z, y) \, dz \geq C k(x, y).$$

\hspace{1cm} (C)

Condition (C) is not new in the literature. It can be understood as a localized version of the (UJS) assumption that appears for example in [CKW20], where it was used in order to establish equivalent statements to a parabolic Harnack inequality. We comment on this in more detail further below.

We emphasize that, in general, one cannot expect an elliptic Harnack inequality to hold true without any assumptions on the lower bound of the kernel. This was shown in [BS05]. In the latter article Bogdan and Sztonyk present a class of kernels such that weak solutions to (1.2) with $\Omega = B_1$ and $f = 0$ do not satisfy a Harnack inequality. As it turns out, these kernels fulfill (A) and (B) but the lower bound in (1.5) is violated. In our work we give a direct proof that the class of kernels in their example does not satisfy (C).

First, we present the main results in this section. After that, we comment on the proofs and examples of kernels that satisfy all of our assumptions, provide historical context and discuss related results.

Our first main result deals with local boundedness from above. It is stated below.

Theorem (see Theorem 11.10 and Corollary 11.11). Let $d \geq 2, \alpha \in (0, 2)$ and $B_r(x_0) \subset B_1$. Assume $f \in L^q(B_1)$ for some $q > \frac{d}{2}$ and let $k$ be a kernel that satisfies (A), (B) and (C). Let $u \in V^k(B_1) \cap L^1((1 + |x|)^{-d - \alpha} \, dx)$ such that $u \geq 0$ and $\mathcal{E}^k(u, \psi) = (f, \psi)$ for every $\psi \in H^k_B(B_1)$. For each $p \in (0, 2]$ there exists a constant $c > 0$, depending only on $d, \alpha, q, p$ and the constants from (A), (B) and (C), such that

$$\sup_{B_{\frac{r}{8}}(x_0)} u \leq c \left(\int_{B_{\frac{r}{2}}(x_0)} u^p(x) \, dx\right)^\frac{1}{p} + cr^{d - \alpha - \frac{d}{q}} \|f\|_{L^q(B_{\frac{3}{4}}(x_0))}.$$
If \( \alpha \in [\alpha_0, 2) \), then \( c \) may be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

The combination of the local boundedness result and a weak Harnack inequality, which can be deduced from [DK20], yields our second main result, a full Harnack inequality.

**Theorem** (see Theorem 11.14). Let \( d \geq 2, \alpha \in (0, 2) \). Assume \( f \in L^q(B_1) \) for \( q > \frac{d}{\alpha} \). Let \( k \) be a symmetric kernel that satisfies (A), (B) and (C). Then there exists a positive constant \( c \) such that for each \( u \in V^k(B_1) \cap L^1((1 + |x|)^{-d-\alpha} dx) \) that satisfies \( u \geq 0 \) in \( B_1 \) and \( E^k(u, \psi) = (f, \psi) \) for every \( \psi \in H^k(B_1) \), the following inequality holds for every \( B_r(x_0) \subset B_1 \):

\[
\sup_{B_r(x_0)} u \leq c \inf_{B_r(x_0)} u + c \sup_{x \in B_{16r}(x_0)} \left( \int_{\mathbb{R}^d \setminus B_1} u(y)k(x, y) \, dy \right) + cr^{\frac{d}{\alpha}} \| f \|_{L^q(B_{16r}(x_0))}.
\]

If \( \alpha \in [\alpha_0, 2) \), then \( c \) can be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

The proof of the above local boundedness result uses tools from [DKP14] and [DKP16] adapted to our setting. In their articles Di Castro, Kuusi and Palatucci prove, amongst other things, a full Harnack inequality for nonlinear operators that involve kernels that are pointwise comparable to the standard kernel of the fractional \( p \)-Laplace operator. The proof of this result uses a combination of a weak Harnack type inequality with a local boundedness result for weak solutions \( u \) in a domain \( \Omega \), which are nonnegative in some ball \( B_R \subset \Omega \). The local upper bound is stated in the proof of [DKP14, Lemma 4.2] and it involves an averaged \( L^p \)-norm plus some tail term coming from the negative part of the solution. In particular, if \( u \) is nonnegative on all of \( \mathbb{R}^d \), then the bound consists only of localized quantities. In order to show this local boundedness result, Di Castro, Kuusi and Palatucci combine two ingredients:

- A local boundedness result involving tail terms coming from the positive part of the solution, that is, an estimate of \( \sup_{B_R} u \) in terms of an averaged \( L^p \)-norm in the ball \( B_r \subset \Omega \) plus a nonlocal tail term, compare [DKP16, Theorem 1.1].
- An estimate of the nonlocal tail term that involves a local (or more precisely localized) term plus some tail term from the negative part of the solution. In fact, the tail function can be estimated by the supremum of \( u \) in the ball \( B_r \subset B_R \) plus the tail term from the negative part of the solution, compare [DKP14, Lemma 4.2].

The local boundedness result that we derive in this thesis follows from the two ingredients above adjusted to our setting. An advantage is that we deal with the linear case \( p = 2 \). This allows us to work with weak solutions that are nonnegative on all of \( \mathbb{R}^d \). Thus, in the proofs we do not have any tail terms coming from negative parts of the solution. Later on we can use the linearity of the underlying quadratic form to remove the global nonnegativity assumption. From now on assume \( p = 2 \) and \( \Omega = B_1 \). The tail term in
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[DKP14] is defined by

$$\text{Tail}(v, x_0, r) = r^\alpha \int_{\mathbb{R}^d \setminus B_r(x)} |v(y)||y - x_0|^{-d-\alpha} \, dy.$$  \hspace{1cm} (1.11)

The proof of the tail estimate in [DKP14] explicitly uses the assumption that the kernel under consideration is bounded from below by a constant times the standard kernel. This is also reflected in the definition of the tail function above. The latter was one of the main challenges within this work, since we do not have this pointwise lower bound of the kernel.

A consequence is that we cannot work with the tail term in (1.11). We define a new $k$-Tail as follows:

$$\text{Tail}_k(v, x_0, r, \lambda, \mu) = r^\alpha \sup_{x \in B_\lambda(x_0)} \int_{\mathbb{R}^d \setminus B_\mu(x_0)} |v(y)|k(x, y) \, dy,$$

where $r > 0, x_0 \in \mathbb{R}^d$ and $0 < \lambda < \mu \leq r$. This $k$-Tail can then be reproduced by testing with a specific function in the definition of weak solutions.

An equivalent formulation of (C) enables us to replace one of the integrals in the proof of our tail estimate by the kernel, leading to an estimate of the nonlocal quantity $\text{Tail}_k$ for globally nonnegative weak supersolutions which contains only localized terms, see Lemma 11.7.

Using a De Giorgi type iteration and the estimate of $\text{Tail}_k$ we then show our local boundedness results Theorem 11.10 and Corollary 11.11.

In this thesis we present examples as well as a counterexample for kernels which satisfy (C). Mainly we focus on two classes of kernels. The first family of examples is given by kernels corresponding to a configuration of cones, as discussed in Section 1.1. Here we provide examples as well as a counterexample.

One of the main motivations for our studies in this part of the thesis was to establish a Harnack inequality for operators with kernels associated to a configuration of cones. For this class of kernels it was not possible to adapt the techniques used in [DKP14]. We prove in this work that Condition (C) is in general neither false nor true for such kernels. The fact that it is true in some cases leads to the following conjecture.

**Conjecture.** Let $\Gamma$ be a $\vartheta$-admissible configuration and $k$ a symmetric integral kernel on $\mathbb{R}^d \times \mathbb{R}^d$ satisfying (1.6) and (1.10). Then weak solutions $u$ to $-\mathcal{L}_k u(x) = f(x), x \in B_1$, which are nonnegative in $B_1$, enjoy an elliptic Harnack inequality.

We expect the conjecture to be true for all $\vartheta$-admissible configurations. A careful analysis and new results regarding the conjecture may lead to weaker sufficient conditions for elliptic Harnack inequalities to hold true.
The second family of examples consists of translation invariant kernels. These kernels are of special interest for us. The reason for this is given by the already mentioned article by Bogdan and Sztonyk [BS05]. In this article the authors show that for translation invariant and \((-d - \alpha)\)-homogeneous kernels an elliptic Harnack inequality holds for the operator (1.1), if and only if
\[
\hat{B}_1^{1/2}(y) |y - v|^{\alpha - d} k(v) \, dv \leq K \int_{B_1^{1/2}(y)} k(v) \, dv, \quad y \in \mathbb{R}^d \setminus B_1, \tag{RK}
\]
for some \(K > 0\), independent of \(y\), see Appendix B for more precise statements. The condition (RK) is called the relative Kato condition. In Appendix B we prove that Condition (C) is sufficient for (RK) to hold true. We also prove that Condition (C) is not necessary for (RK) in the case \(d = 3\). We expect that this can be generalized to any \(d > 3\), leading to the statement that the combination of (A), (B) and (C) is not a necessary condition in order to have an elliptic Harnack inequality. To the best of the author’s knowledge the relation of (RK) and (C) has not been studied in the literature before.

One of our motivations for the studies described in this section was the following conjecture.

Conjecture. Let \(k, \tilde{k} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow [0, \infty] \) be nonnegative, symmetric kernels. Furthermore, let \(\tilde{k}\) be translation invariant and \((-d - \alpha)\)-homogeneous, that is, \(\tilde{k}(x, y) = \tilde{k}(x - y)\) for all \(x, y \in \mathbb{R}^d\) and \(\tilde{k}(t) = |t|^{-d - \alpha} \tilde{k}(t/|t|)\) for every \(t \in \mathbb{R}^d \setminus \{0\}\). Suppose that \(\tilde{k}\) satisfies (RK) and assume that there is \(c \geq 1\) such that for every \(x_0 \in B_1\), \(r \in (0, 1)\) and each \(v \in H^k(B_r(x_0))\) it holds
\[
c^{-1} \mathcal{E}_{B_r(x_0)}^\tilde{k}(v, v) \leq \mathcal{E}_{B_r(x_0)}^k(v, v) \leq c \mathcal{E}_{B_r(x_0)}^\tilde{k}(v, v).
\]
Then weak solutions \(u\) of
\[
- \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x))^2 k(x, y) \, dy = 0, \quad x \in B_1,
\]
enjoy an elliptic Harnack inequality.

A proof of this conjecture using only the techniques from [DKP14] and [DKP16] was not possible due to the appearance of the Green function in the relative Kato condition.

Let us put the results of this section into historical context and discuss further related results in the literature. We review parts of the regularity theory of elliptic operators and present results that are related to Harnack inequalities, both elliptic and parabolic. We focus on the theory of equations in divergence form since the symmetry assumption of our kernels corresponds to equations of this type.

The De Giorgi-Nash-Moser techniques have their origin in the 1950s. In the celebrated works [De 57] and [Nas58] De Giorgi and Nash prove Hölder estimates for weak solutions
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$u$ of second order differential equations in divergence form:

$$\text{div}(A(x)\nabla u(x)) = 0, \quad x \in \Omega.$$  \hspace{1cm} (1.12)

Here $A$ is a quadratic matrix, whose entries are measurable functions and satisfy the ellipticity condition $\lambda^{-1}I \leq A(x) \leq \lambda I$ for each $x \in \Omega$, $\lambda \geq 1$. In 1960, Moser gave a new derivation of De Giorgi’s result in his note [Mos60]. In [Mos61] Moser proves an elliptic Harnack inequality for solutions of the above equation and, based upon this, derives Hölder estimates. For an extensive introduction to the Harnack inequality with historical details and a discussion of applications in regularity theory and beyond we refer the reader to the survey [Kas07b].

Equations of the above form (1.12) appear as Euler-Lagrange equations for functionals

$$F(w) = \int_{\Omega} f(x, \nabla w(x)) \, dx,$$  \hspace{1cm} (1.13)

where $f$ is at least a $C^2$-function. Minimizers $w$ of (1.13) are then solutions of (1.12). In [GG82] Giaquinta and Guisti prove a priori Hölder regularity for minimizers of (1.13) and even more general functionals without making use of the Euler-Lagrange equations, that is, without any differentiability condition on $f$. Their approach was lately generalized by Cozzi in [Coz17] and adapted to the setting of the fractional $p$-Laplace operator. The author introduces his so-called fractional De Giorgi classes and proves a priori regularity for functions that satisfy certain Caccioppoli type inequalities. Cozzi also proves a Harnack inequality using a local boundedness result and a weak Harnack inequality. The proofs of the latter results are similar to the ones in [DKP14] and [DKP16].

In his habilitation thesis [Kas07a] Kassmann achieves Caccioppoli type estimates for $\mathcal{L}_\lambda$-subharmonic functions and proves a local boundedness result from above using the De Giorgi type iteration technique, see Theorem 3.18 therein. However, the structure of the bound from above cannot be used in order to deduce a Harnack inequality.

Apart from the classical works, the latter references treat nonlocal operators. A notable difference between the local and the nonlocal case is the appearance of tail terms in the Harnack inequality. Kassmann showed in [Kas07c] that one cannot obtain a classical version of the Harnack inequality if one reduces the assumption of nonnegativity of the solution in the whole space to nonnegativity in the considered ball, compare [Kas07c, Theorem 1.2]. In [Kas11] Kassmann introduces a new version of the Harnack inequality involving tail terms, which compensate the fact that the solution is not globally nonnegative.

As mentioned earlier, in [DK20] Dyda and Kassmann use the Moser iteration technique in order to obtain a weak Harnack inequality for nonlocal operators. Thus, they can deduce Hölder estimates. The methods of the latter article have recently be adapted to operators with singular anisotropic kernels by Chaker and Kassmann in [CK20].

Relations and characterizations of elliptic Harnack inequalities (EHI) have been studied intensively in the literature. We only state a few references here. The reader may find a
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more complete list of references therein. We also include results regarding the stability of parabolic Harnack inequalities.

As already mentioned above, Bogdan and Sztonyk provide the equivalence of (RK) and (EHI) in [BS05]. Their result holds for translation invariant and homogeneous kernels that satisfy the upper bound (B) and appear as density functions of certain measures. In these cases the nonlocal operator (1.1) corresponds to a stable Lévy process. The main tool in their proof are estimates of the Green function for the unit ball. In the follow up article [BS07] Bogdan and Sztonyk give a strengthening of their theorem by dropping the upper bound of the kernel and considering more general measures.

In [Bas13] Bass obtained a characterization of (EHI) under the assumption of volume doubling, capacity growth and expected occupation time growth, see [Bas13, Theorem 2.8, Theorem 2.9 and Theorem 7.2]. These assumptions have been relaxed by Barlow and Murugan [BM18] to a volume doubling property at small scales as well as expected occupation time growth at small scales. Their characterization of (EHI) can be found as Theorem 5.15. in [BM18]. We emphasize that in these last two references the authors study (EHI) for local Dirichlet forms. A result for symmetric nonlocal Dirichlet forms on metric measure spaces that have the volume doubling property can be found in [CKW19]. In this article Chen, Kumagai and Wang provide criteria that are both necessary and sufficient for an elliptic Harnack inequality to hold true, see Corollary 1.12 therein. However, they work under the assumption that the considered kernel enjoys a pointwise upper and, in particular, a pointwise lower bound in terms of volume of a ball in the considered metric space times some scaling function. In our case, that is the Euclidean case, this would translate to a kernel comparable to $|x − y|^{−d−α}$.

In the recent article [CKW20] Chen, Kumagai and Wang combine probabilistic properties of jump processes with PDE techniques used in [DKP16] in order to obtain stability of parabolic Harnack inequalities for symmetric nonlocal Dirichlet forms on metric measure spaces which enjoy the volume doubling condition. In their main theorem, Theorem 1.20, they establish seven statements that are all pairwise equivalent. One of these statements is a parabolic Harnack inequality. Of particular interest for the author of this thesis is the equivalence of the considered parabolic Harnack inequality and statement number (7) of [CKW20, Theorem 1.20]. For the Euclidean space $\mathbb{R}^d$ this last mentioned equivalence is nothing but the combination of the assumptions that a weak Poincaré inequality, a pointwise upper bound of the kernel and the so-called (UJS) assumption hold true. This result was first proved for continuous time random walks on graphs in [BBK09, Theorem 1.6].

Our Condition (C) is a localized version of the (UJS) assumption. It is localized in the sense that we only require it to hold true for every $x$ in the unit ball. We therefore point out that, if we assume that (A), (B) are satisfied and (C) holds true not only for almost all $x \in B_1$ but for almost all $x \in \mathbb{R}^d$, then the validity of the elliptic Harnack inequality for weak solutions of (1.2) for $\Omega = B_1$ and $f = 0$ is already implied by the result in [CKW20]. However, the method of proof used in this thesis is new. One strength of
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the proof is that it uses only techniques from PDE-theory. We do not make use of any probabilistic arguments. Another advantage of the proof given in this thesis is that it allows to consider a right-hand side $f \neq 0$ in (11.1).

In [Str19] Strömqvist adapts the methods of [DKP14; DKP16] to the parabolic setting. He works with time dependent kernels that satisfy the condition $k(t, x, y) \asymp |x - y|^{-d-2s}, s \in (0, 1)$. He proves tail estimates and uses the method of the De Giorgi iteration to prove local boundedness. As a result, he obtains a parabolic Harnack inequality with negative tail terms. We emphasize that the lower bound of the kernel is crucial for the estimate of the positive tail; otherwise an assertion like [Str19, Lemma 2.7] would not have been possible.

Outline

We finish the introduction with a description of the structure of this thesis.

This thesis consists of three parts. The first part, entitled Basics, contains all the necessary definitions and theorems that we use throughout this work. This part does not contain any proofs. Instead, we refer to the literature. In Chapter 2 we repeat basics from measure and integration theory and review the theory of Lebesgue as well as Sobolev spaces and provide important properties. Chapter 3 is about function spaces corresponding to a symmetric kernel. In Chapter 4 we explain the concept of weak solutions. For didactic purposes we have included a brief chapter about Dirichlet forms and the connection to stochastic processes, see Chapter 5.

In Part II we derive our coercivity result for bilinear forms corresponding to a configuration of cones. We derive a result for discrete quadratic forms in Chapter 7. Our main result is contained in Chapter 8. Applications are discussed in Chapter 9. A more detailed outline is given at the beginning of Part II.

Part III deals with local boundedness of weak solutions of elliptic PDEs. Our main result here is contained in Chapter 11. This chapter also includes definitions of tail functions as well as an estimate of the $k$-Tail by local(ized) quantities. The reader finds our version of the elliptic Harnack inequality in Section 11.6. For didactic purposes we provide a local version of the local boundedness result in Chapter 10. In Appendix B we explain the relation of Condition (C) to the relative Kato condition. A detailed outline can be found at the beginning of Part III.
If \( A, B \) are two sets, then we write \( A \subset B \) if \( A \) is a subset of \( B \). If \( A \) is a proper subset, then we write \( A \subsetneq B \). If \( X \) is a linear space and \( A \subset X \), then we denote by \( A^c = X \setminus A \) the complement of \( A \) with respect to \( X \).

By \( \mathbb{N} \) we denote the natural numbers. We use the abbreviation \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). By \( \mathbb{Z} \) we denote the set of all integers.

By \( \mathbb{R}^d \) we denote the \( d \)-dimensional Euclidean space equipped with the Euclidean norm \( | \cdot | \), that is, for \( x = (x_1, \ldots, x_d) \) we have \( |x| = \left( \sum_{i=1}^{d} x_i^2 \right)^{\frac{1}{2}} \). The uniform norm on \( \mathbb{R}^d \) is denoted by \( |x|_\infty = \sup_{1 \leq i \leq d} |x_i| \).

The open ball in \( \mathbb{R}^d \) with radius \( r > 0 \) and center \( x_0 \) shall be denoted by \( B_r(x_0) \). Unless otherwise clarified, we write \( B_r = B_r(0) \).

The \( d-1 \)-dimensional unit sphere shall be denoted by \( S^{d-1} \), that is, \( S^{d-1} = \{ x \in \mathbb{R}^d \mid |x| = 1 \} \).

We write \( a \asymp b \) for two quantities \( a, b \) if there exists a universal constant \( c \geq 1 \) so that \( c^{-1}a \leq b \leq ca \). Then \( a \) and \( b \) are called comparable and we refer to \( c \) as comparability constant.

If \( M \) is a subset of \( \mathbb{R}^d \), then we shall denote by \( \overline{M} \) the closure of \( M \) in \( \mathbb{R}^d \). The boundary of a set \( V \subset \mathbb{R}^d \) is denoted by \( \partial V = \overline{V} \cap \overline{V^c} \).

If \( S \) is a subset of a topological space, then \( \mathcal{B}(S) \) is the Borel \( \sigma \)-algebra of \( S \).

For the Lebesgue measure on \( \mathbb{R}^d \) we use the notation \( \lambda^d \). If \( A \subset \mathbb{R}^d \) is measurable, then we write \( |A| \) instead of \( \lambda^d(A) \). For integrals we use the abbreviation \( \lambda^d(dx) = dx \). We use the averaged integral notation

\[
\int_B f \, dx = \frac{1}{|A|} \int_A f \, dx.
\]

If \( u \) is a function, then we denote by \( u_- \) its negative part defined as \( u_-(x) = -\min(0, u(x)) \) and by \( u_+ \) its positive part \( u_+(x) = \max(0, u(x)) \). We use the notation \( u^p(x) \) instead of \( (u(x))^p \).

Unless otherwise specified, the abbreviations sup and inf denote the essential supremum and the essential infimum.

The scalar product on \( L^2(\mathbb{R}^d) \) will be denoted by the abbreviated notation

\[
(f, g)_{L^2(\mathbb{R}^d)} = (f, g), \quad f, g \in L^2(\mathbb{R}^d).
\]

We use several letters (Roman or Greek characters, in upper or lower cases) to denote
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constants. Sometimes we write the quantities on which constants depend in round brackets. We often use the letter $c$ to denote a general positive constant. We especially point out that the value of $c$ may change between different lines of the proof of the same statement.

For $\beta \in \mathbb{N}_0^d$ let $|\beta| = \beta_1 + \cdots + \beta_d$. Let

$$\partial^\beta = \frac{\partial^{|\beta|}}{\partial \beta_1 \cdots \partial \beta_d}.$$  

If $\beta = 0 \in \mathbb{N}_0^d$, then we set $\partial^\beta f = f$ for any function $f$.

Let $\Omega \subset \mathbb{R}^d$ be open and $k \in \mathbb{N}_0$. The following function spaces are used in this thesis:

- $C(\Omega) = \{ f : \Omega \to \mathbb{R} \mid f \text{ is continuous} \}$,
- $C_c(\Omega) = \{ f : \Omega \to \mathbb{R} \mid f \text{ is continuous and has compact support in } \Omega \}$,
- $C^k(\Omega) = \{ f : \Omega \to \mathbb{R} \mid \partial^\beta f \in C(\Omega) \text{ for all } \beta \in \mathbb{N}_0^k, |\beta| \leq k \}$,
- $C^k_c(\Omega) = \{ f : \Omega \to \mathbb{R} \mid \partial^\beta f \in C_c(\Omega) \text{ for all } \beta \in \mathbb{N}_0^k, |\beta| \leq k \}$.

For $k \in \mathbb{N}_0$ we define

$$C^k(\Omega) = \{ f \in C^k(\Omega) \mid \forall \beta \in \mathbb{N}_0^d \text{ with } |\beta| \leq k : \partial^\beta f \text{ has continuous extensions to } \Omega \}.$$

Moreover,

$$C^\infty(\Omega) = \bigcap_{m \in \mathbb{N}_0} C^m(\Omega).$$

The spaces $C^\infty_c(\Omega)$ and $C^\infty(\Omega)$ are defined analogously.
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Part I.

Basics
2. Basics from measure theory, integration theory and classical function spaces

In this chapter we review basic concepts from measure and integration theory, which are used constantly in this thesis. We include all theorems, lemmata and propositions that we employ in our work. Another aim of this chapter is to make the reader familiar with the basic notation used in this thesis.

References for this part are [Ama08, Chapter X], [Bau01, Chapter I and II] and [Ler14, Chapter I and III]. The use of additional sources is mentioned at the appropriate place in the text.

Measure spaces

Throughout this chapter we deal with two different kind of spaces. A tuple $(X, \mathcal{A})$ will always denote a measurable space, that is, $\mathcal{A}$ is a $\sigma$-algebra on $X$. A set $A \subset \mathcal{A}$ will be called a measurable set or $\mathcal{A}$-measurable whenever we want to keep track of the underlying $\sigma$-algebra. If $\mathcal{A}$ is a $\sigma$-algebra on $X$ and $\mathcal{B}$ is a $\sigma$-algebra on $Y$, then we denote by $\mathcal{A} \times \mathcal{B}$ the smallest $\sigma$-algebra that contains the sets $A \times B$, $A \in \mathcal{A}, B \in \mathcal{B}$.

A triple $(X, \mathcal{A}, \mu)$ shall always denote a measure space. Here $\mathcal{A}$ is a $\sigma$-algebra on $X$ and $\mu : \mathcal{A} \to [0, \infty]$ is a measure on $\mathcal{A}$. A measure space $(X, \mathcal{A}, \mu)$ is called complete if for every $N \in \mathcal{A}$ with $\mu(N) = 0$ the implication

$$S \subset N \Rightarrow S \in \mathcal{A}$$

holds true. If the measure is normalized, that is $\mu(X) = 1$, then a measure space $(X, \mathcal{A}, \mu)$ shall be called a probability space.

By $\mathcal{B}(X)$ we denote the Borel $\sigma$-algebra of $X$ when we consider $X$ as a topological space $(X, \mathcal{T})$. This $\sigma$-algebra is defined as the smallest $\sigma$-algebra that contains all open sets in $\mathcal{T}$. If $B \in \mathcal{B}(X)$, then $B$ shall be referred to as Borel set. One fact that we use without further mentioning it is that the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{R}^d \times \mathbb{R}^d)$ equals $\mathcal{B}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$.

Let us consider the case $X = \mathbb{R}^d$ for $d \in \mathbb{N}$ and let $\lambda^d$ be the Borel-Lebesgue measure acting on the Borel sets of $\mathbb{R}^d$. Then the measure space $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d), \lambda^d)$ is not complete.
However, one can extend the measure space to a complete space. The smallest complete extension is given by $([R^d], \mathcal{L}(R^d), \lambda^d)$. It consists of the $d$-dimensional Lebesgue $\sigma$-algebra $\mathcal{L}(R^d)$ together with the Lebesgue measure $\lambda^d$. In the remainder we will not distinguish between the Lebesgue-Borel measure $\lambda^d$ and the Lebesgue measure $\lambda^d$ and always use the notation $\lambda^d$. Also, we usually use the notation $|A| = \lambda^d(A)$ for the $d$-dimensional Lebesgue measure of a set $A$ belonging to the Lebesgue $\sigma$-algebra $\mathcal{L}(R^d)$.

If $(X, \mathcal{A}, \mu)$ is a measure space, then we shall often say that an inequality or equality holds true $\mu$-almost everywhere on $X$ or for $\mu$-almost all $x \in X$ meaning that it holds true for every $x \in X \setminus N$ where $N \subset X$ is a nullset, i.e. $\mu(N) = 0$. If no confusion can arise, we sometimes drop the explicit mentioning of the measure.

### Measurable functions

In the following we give a brief explanation of the notion of measurable functions and provide the definition of the Lebesgue integral. Here we use the notation $\bar{R} = R \cup \{\pm \infty\}$ for a compactification of $R$. Then the Borel $\sigma$-algebra on $\bar{R}$ is given as

$$\mathcal{B}(\bar{R}) = \{B, B \cup \{\infty\}, B \cup \{-\infty\}, B \cup \{-\infty, \infty\} \mid B \in \mathcal{B}(R^d)\}.$$

**Definition 2.1.** Let $(X, \mathcal{A})$ and $(Y, \mathcal{B})$ be two measurable spaces. A function $f : X \to Y$ is called $(\mathcal{A}, \mathcal{B})$-measurable (or measurable with respect to $\mathcal{A}$ and $\mathcal{B}$) if $B \in \mathcal{B}$ implies $f^{-1}(B) \in \mathcal{A}$.

A function $f : X \to \bar{R}$ is called measurable if it is $(\mathcal{A}, \mathcal{B}(\bar{R}))$-measurable or equivalently if for every $t \in \bar{R}$ one has

$$\{x \in X \mid f(x) \geq t\} \in \mathcal{A}.$$

Note that, according to the above definition, a real valued function $f$ on $(X, \mathcal{A})$ is measurable if it is $(\mathcal{A}, \mathcal{B}(\bar{R}))$-measurable. We shall often say that a function $f : \Omega \to \bar{R}$ is measurable for an open subset $\Omega \subset \mathbb{R}$ meaning that $f$ is $(\mathcal{B}(\Omega), \mathcal{B}(\bar{R}))$-measurable.

### Integrable functions

From now on let $(X, \mathcal{A}, \mu)$ be a complete measure space. A function $f : X \to \bar{R}$ is called nonnegative if $f \geq 0$ almost everywhere on $X$.

A simple function $s : X \to \bar{R}$ is a nonnegative function that satisfies

$$s = \sum_{k=1}^{m} \lambda_k 1_{A_k},$$

where $\lambda_k$ are finitely many constants.
where \( m \in \mathbb{N} \), \( \lambda_k \geq 0 \), \( \lambda_i \neq \lambda_j \) for \( i \neq j \) and \( A_k = s^{-1}(\{\lambda_k\}) \in \mathcal{A} \) for each \( k \in \{1, \ldots, m\} \). Note that

\[
\bigcup_{k=1}^{m} A_k = X
\]

is a disjoint union. The Lebesgue integral over \( X \) of a simple function \( s \) is defined as

\[
\int_X s(x) \mu(dx) = \sum_{1 \leq k \leq m} \lambda_k \mu(A_k).
\]

If \( A \in \mathcal{A} \), then

\[
\int_A s(x) \mu(dx) = \int_X s(x) 1_A(x) \mu(dx)
\]

defines the integral of \( s \) over a measurable subset of \( X \). Now we are in a position to define the integral over \( X \) for every function \( f : X \to \mathbb{R} \).

**Definition 2.2.** Let \( f : X \to \mathbb{R} \) be a nonnegative measurable function. Then the Lebesgue (or \( \mu \)-) integral of \( f \) over \( X \) is defined as

\[
\int_X f(x) \mu(dx) = \sup_{s \text{ simple}} \int_X s(x) \mu(dx).
\]

If \( A \in \mathcal{A} \), then \( \int_A f(x) \mu(dx) \) is defined analogously using (2.1).

If \( f : X \to \mathbb{R} \) does not satisfy the nonnegativity assumption, then one can write

\[
f = f_+ - f_-
\]

with \( f_+(x) = \max(f(x), 0) \) and \( f_-(x) = -\min(f(x), 0) \). The integral of \( f \) over \( A \in \mathcal{A} \) is then defined as

\[
\int_A f(x) \mu(dx) = \int_A f_+ \mu(dx) - \int_A f_- \mu(dx).
\]

We shall say that \( f \) is integrable if \( f \) is measurable and \( \int_X |f(x)| \mu(dx) \) is a real number.

In the case where \( \mu = \lambda^d \) is the Lebesgue measure we also use the abbreviated notations

\[
\int_A f \, dx = \int_A f(x) \, dx = \int_A f(x) \lambda^d(dx)
\]

in the text of this thesis.
2. Basics from measure theory, integration theory and classical function spaces

Convergence theorems

We provide three theorems that are used frequently in our work.

**Theorem 2.3 (Monotone Convergence Theorem).** Let \((f_n)\) be a sequence of nonnegative measurable functions \(f_n : X \to \mathbb{R}\) on a measure space \((X, \mathcal{A}, \mu)\) such that \(f_n \leq f_{n+1}\) almost everywhere on \(X\) for each \(n \in \mathbb{N}\). Then

\[
\int_X \lim_{n \to \infty} f_n(x) \mu(dx) = \lim_{n \to \infty} \int_X f_n(x) \mu(dx).
\]

**Theorem 2.4 (Lemma of Fatou).** Let \((f_n)\) be a sequence of measurable nonnegative functions \(f : X \to \mathbb{R}\) on some measure space \(X\) with measure \(\mu\). Then

\[
\int_X \liminf_{n \to \infty} f_n(x) \mu(dx) \leq \liminf_{n \to \infty} \int_X f_n(x) \mu(dx).
\]

**Theorem 2.5 (Dominated Convergence Theorem).** Let \((X, \mathcal{A}, \mu)\) be a measure space. Let \((f_n)\) be a sequence of measurable functions \(f_n : X \to \mathbb{R}\) such that \(f_n \to f\) almost everywhere on \(X\) for a measurable function \(f : X \to \mathbb{R}\). Suppose that \(g : X \to \mathbb{R}\) is integrable and it holds

\[
\sup_{n \in \mathbb{N}} |f_n| \leq g \quad \mu\text{-almost everywhere.}
\]

Then \(f\) and all \(f_n\) are integrable,

\[
\lim_{n \to \infty} \int_X |f_n(x) - f(x)| \mu(dx) = 0 \quad \text{and} \quad \lim_{n \to \infty} \int_X f_n(x) \mu(dx) = \int_X f(x) \mu(dx).
\]

2.1. Lebesgue spaces

Let \((X, \mathcal{A}, \mu)\) be a measure space and \(p \in [1, \infty]\). We denote by \(L^p(X, \mu)\) the set of all measurable functions \(f : X \to \mathbb{R}\), so that

\[
\|f\|_{L^p(X, \mu)} = \begin{cases} 
\left(\int_X |f(x)|^p \mu(dx)\right)^{\frac{1}{p}}, & \text{if } p \in [1, \infty), \\
\inf\{M \in [0, \infty] : \mu(\{|f| > M\}) = 0\}, & \text{if } p = \infty
\end{cases}
\]

is finite.

The map \(\| \cdot \|_{L^p(X, \mu)}\) is a seminorm on \(L^p(X, \mu)\). The triangle inequality

\[
\|f + g\|_{L^p(X, \mu)} \leq \|f\|_{L^p(X, \mu)} + \|g\|_{L^p(X, \mu)}
\]

for \(f, g \in L^p(X, \mu)\) and \(p \in [1, \infty)\) is called Minkowski inequality. For \(p = \infty\) it becomes obvious.
2.1. Lebesgue spaces

Note that \( \|f\|_{L^p(X,\mu)} = 0 \) does not imply \( f = 0 \) since \( f \) can be different from zero on a set of measure zero.

We obtain a normed space from \( L^p(X,\mu) \) in the following way. We identify two functions \( f \sim g \) with each other if \( f = g \) \( \mu \)-almost everywhere on \( X \). This gives us an equivalence relation on \( L^p(X,\mu) \).

**Definition 2.6.** The factor-space \( L^p(X,\mu) / \sim \) of \( L^p(X,\mu) \) with respect to the above equivalence relation shall be denoted by \( L^p(X,\mu) \) and be referred to as Lebesgue space of integrable functions of order \( p \).

We usually identify a representative function \( f \) in \( L^p(X,\mu) \) with its equivalence class \([f] \) in \( L^p(X,\mu) \) and write, by abuse of notation, \( f \in L^p(X,\mu) \). In this sense, we refer to \( L^p(X,\mu) \) as the Lebesgue space of all functions integrable of order \( p \). The mapping \( \| \cdot \|_{L^p(X,\mu)} \) is a norm on \( L^p(X,\mu) \).

Whenever it is clear from the context and no confusion can arise we abbreviate our notation by \( L^p(X) = L^p(X,\mu) \). In the case where \( \mu = \lambda^d \) is the Lebesgue measure, we use the notation \( L^p = L^p(\mathbb{R}^d, \lambda^d) \). If \( \Theta \) is a measure that is absolutely continuous with respect to the Lebesgue measure \( \lambda^d \) and has the density function \( \theta \), then we will also use the notation \( L^p(\mathbb{R}^d, \Theta) = L^p(\theta(x) \, dx) \).

For any open subset \( \Omega \) of \( \mathbb{R}^d \) we also define the space of locally integrable functions \( L^p_{\text{loc}}(\Omega) \) of order \( p \) as the factor space of

\[
\left\{ f : \Omega \to \mathbb{R} \text{ measurable} \mid \int_K |f(x)|^p \, dx < \infty \text{ for every compact subset } K \subset \Omega \right\}
\]

with respect to the aforementioned equivalence relation. Let us remark that every function in \( L^p(\Omega) \) is in \( L^p_{\text{loc}}(\Omega) \).

In the remainder we collect some basic properties of the Lebesgue spaces.

**Basic properties of Lebesgue spaces**

**Theorem 2.7.** The spaces \( (L^p(X,\mu), \| \cdot \|_{L^p(X,\mu)}) \) are Banach spaces.

The case \( p = 2 \) is of special interest. The mapping

\[
(\cdot, \cdot)_{L^2(X)} : L^2(X) \times L^2(X) \to \mathbb{R}, \quad (f,g)_{L^2(X)} = \int_X f(x)g(x) \mu(dx)
\]

defines a scalar product on \( L^2(X) \). This scalar product induces a norm that is given by \( \| \cdot \|_{L^2(X)} \). Together with the theorem above we conclude that \( (L^2(X), \| \cdot \|_{L^2(X)}) \) is a Hilbert space.
2. Basics from measure theory, integration theory and classical function spaces

One important tool in our work is the Hölder inequality. Let us impose the convention $\frac{1}{\infty} = 0$. Then the Hölder inequality has the following form.

**Theorem 2.8 (Hölder inequality).** Let $(X, \mathcal{A}, \mu)$ be a measure space. Let $1 \leq p, p' \leq \infty$ be conjugate exponents, that is, $\frac{1}{p} + \frac{1}{p'} = 1$. Suppose $f \in L^p(X)$ and $g \in L^{p'}(X)$. Then the product $fg$ belongs to $L^1(X)$ and we have

$$\|fg\|_{L^1(X)} \leq \|f\|_{L^p(X)} \|g\|_{L^{p'}(X)}.$$  

One can easily deduce the following generalized Hölder inequality from the above theorem.

**Corollary 2.9 (Generalized Hölder inequality).** Let $\Omega \subset \mathbb{R}^d$ open. Let $f_1, ..., f_m$ be functions on $\Omega$ with $f_i \in L^{p_i}(\Omega)$ for each $1 \leq i \leq m$ and $\sum_{j=1}^m \frac{1}{p_i} = 1$. Then the product $\prod_{i=1}^m f_i$ is a function in $L^1(\Omega)$ and

$$\left\| \prod_{i=1}^m f_i \right\|_{L^1(\Omega)} \leq \prod_{i=1}^m \|f_i\|_{L^{p_i}(\Omega)}.$$  

In calculations we often change the order of integration or use suitable substitutions to calculate integrals. This is possible due to the next two theorems.

**Theorem 2.10 (Theorem of Fubini).** Let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ be two $\sigma$-finite measure spaces. The product $X \times Y$ shall be equipped with the $\sigma$-algebra $\mathcal{A} \times \mathcal{B}$. Let $f : X \times Y \to \mathbb{R}$ be a measurable function. Then the following statements hold true.

1. If

$$\int_X \left( \int_Y |f(x, y)| \nu(dy) \right) \mu(dx) < \infty,$$

then $f \in L^1(X \times Y)$.

2. If $f \in L^1(X \times Y)$, then $f(x, \cdot) \in L^1(Y)$ for $\mu$-almost every $x \in X$, $f(\cdot, y) \in L^1(X)$ for $\nu$-almost every $y \in Y$ and

$$\int_X \left( \int_Y f(x, y) \nu(dy) \right) \mu(dx) = \int_Y \left( \int_X f(x, y) \mu(dx) \right) \nu(dy) = \int_{X \times Y} f(x, y) (\mu \times \nu)(d(x, y)).$$

**Theorem 2.11 (Change of variables formula for the Lebesgue measure).** Let $U, V$ be open subsets of $\mathbb{R}^d$, let $\Phi : U \to V$ be a $C^1$-diffeomorphism and let $f \in L^1(V)$. Then the function

$$|f \circ \Phi| \det(J_\Phi) : U \to \mathbb{R},$$

where $\det(J_\Phi)$ denotes the determinant of the Jacobian matrix $J_\Phi$ of $\Phi$, belongs to $L^1(U)$ and

$$\int_V f(y) dy = \int_U f(\Phi(x)) |\det(J_{\Phi(x)})| dx.$$  
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Differentiation Theorem of Lebesgue

We include another convergence theorem. The following theorem is known as Differentiation Theorem of Lebesgue in the literature. It can be proved with the help of the Hardy-Littlewood maximal function, cf. [SS05, Chapter 3].

**Theorem 2.12.** If \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \), then
\[
\lim_{r \to 0} \frac{1}{\lambda^d(B_r(x))} \int_{B_r(x)} f(y) \, dy = f(x)
\]
for almost every \( x \in \mathbb{R}^d \).

We say that a collection of measurable sets \( \{U_\alpha\} \) shrinks regularly to \( x \) if there is a constant \( c > 0 \) such that for each \( U_\alpha \) there is a ball \( B \) with
\[
x \in B, \quad U_\alpha \subset B \quad \text{and} \quad \lambda^d(U_\alpha) \geq c \lambda^d(B).
\]

**Corollary 2.13.** Suppose \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \). If \( \{U_\alpha\} \) shrinks regularly to \( x \), then
\[
\lim_{x \in U_\alpha, \lambda^d(U_\alpha) \to 0} \frac{1}{\lambda^d(U_\alpha)} \int_{U_\alpha} f(y) \, dy = f(x).
\]
Here the limit is taken as the volume of the sets \( U_\alpha \) containing \( x \) goes to 0.

2.2. Sobolev spaces

We define integer Sobolev spaces and Sobolev spaces of fractional order. We review embedding theorems and present dense subsets of the spaces under consideration. A reference for this section is [DD12].

**Classical Sobolev spaces**

In what follows we use the multi-index notation, that is, \( \beta = (\beta_1, \beta_2, ..., \beta_d) \) with \( \beta_k \in \mathbb{N}_0, 1 \leq k \leq d \), \( |\beta| = \sum_{k=1}^d \beta_k \) and \( \partial^\beta = \prod_{k=1}^d \partial_k^{\beta_k} \), where \( \partial_k \) denotes the \( k \)-th partial derivative.

Let \( \Omega \) be an open subset of \( \mathbb{R}^d \). By \( C_c^\infty(\Omega) \) we denote the space of smooth functions on \( \mathbb{R} \) that have compact support in \( \Omega \). Let us first give the definition of weak derivatives.

**Definition 2.14** (weak derivative). Let \( f \in L^1_{\text{loc}}(\Omega) \). A function \( g \in L^1_{\text{loc}}(\Omega) \) is called \( \beta \)-weak derivative (or weak derivative of order \( |\beta| \)) of \( f \) if
\[
\int \Omega f(x) \partial^\beta \varphi(x) \, dx = (-1)^{|\beta|} \int \Omega g(x) \varphi(x) \, dx \quad \text{for all} \ \varphi \in C_c^\infty(\Omega).
\]
The function \( g \) is then denoted as \( g = \partial^\beta f \).
2. Basics from measure theory, integration theory and classical function spaces

**Definition 2.15.** Let \( 1 \leq p \leq \infty \) and \( m \in \mathbb{N} \). The Sobolev space \( W^{m,p}(\Omega) \) of integer order \( m \) consists of all \( p \)-integrable functions on \( \Omega \) whose weak derivatives up to order \( m \) exist and are again \( p \)-integrable functions. In short,

\[
W^{m,p}(\Omega) = \{ f \in L^p(\Omega) \mid \forall \beta \in \mathbb{N}_d^d, |\beta| \leq m : \partial^\beta f \in L^p(\Omega) \}.
\]

The mapping

\[
\| \cdot \|_{W^{m,p}(\Omega)} : W^{m,p}(\Omega) \to [0, \infty),
\]

\[
\| f \|_{W^{m,p}(\Omega)} = \begin{cases} 
\left( \sum_{|\beta| \leq m} \| \partial^\beta f \|_{L^p(\Omega)}^p \right)^{\frac{1}{p}} & \text{for } p \in [1, \infty), \\
\sum_{|\beta| \leq m} \| \partial^\beta f \|_{L^\infty(\Omega)} & \text{for } p = \infty.
\end{cases}
\]

defines a norm on the Sobolev space \( W^{m,p}(\Omega) \). For every \( p \in [1, \infty] \) and every \( m \in \mathbb{N} \) the spaces \((W^{m,p}(\Omega), \| \cdot \|_{W^{m,p}(\Omega)})\) are complete. We also define

\[
W^{m,p}_0(\Omega) = C_\infty(\Omega)^{\| \cdot \|_{W^{m,p}(\Omega)}}.
\]

In the case \( p = 2 \) we use the notation \( W^{m,2}(\Omega) = H^m(\Omega) \). These Sobolev spaces are Hilbert spaces with scalar product given by

\[
(f, g)_{H^m(\Omega)} = \sum_{|\beta| \leq m} (\partial^\beta f, \partial^\beta g)_{L^2(\Omega)}.
\]

Similar we define

\[
H^m_0(\Omega) = C_\infty(\Omega)^{\| \cdot \|_{W^{m,2}(\Omega)}}
\]

as the completion of all smooth functions with compact support with respect to the norm \( \| \cdot \|_{W^{m,2}(\Omega)} \). Of course, for every \( m \) the spaces \((H^m_0(\Omega), \| \cdot \|_{W^{m,2}(\Omega)})\) are again Hilbert spaces.

**Theorem 2.16** (classical Poincaré inequality, compare [Pon16, Proposition 5.5]). Let \( \Omega \) be a bounded open set and \( 1 \leq p < \infty \). Then there exists a constant \( C > 0 \) such that for every function \( u \in W^{1,p}_0(\Omega) \) one has

\[
\| u \|_{L^q(\Omega)} \leq C \| \nabla u \|_{L^q(\Omega)}.
\]

In the following we require \( \Omega \subset \mathbb{R}^d \) to be a Lipschitz open set. Since we only work with bounded Lipschitz open sets in this thesis, we omit a precise definition of the terminology Lipschitz open set. Instead, we refer the reader to [DD12, Definition 2.65 and Remark 2.67]. In the case that \( \Omega \) is a bounded Lipschitz open set this definition reduces to the case that the boundary \( \partial \Omega \) enjoys the locally Lipschitz property, that is, for every point on the boundary \( x \in \partial \Omega \) there is a neighborhood \( U_x \) such that \( U_x \cap \partial \Omega \) is the graph of a Lipschitz continuous function.

For a proof of the following theorem we refer the reader to [DD12, Theorem 2.72] or [Ada75, Theorem 5.4].
2.2. Sobolev spaces

**Theorem 2.17** (Sobolev embedding theorem). Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz open set. Let $m \in \mathbb{N}$, $p \in [1, \infty)$ with $d > mp$ and $q \in [p, \frac{dp}{d-mp}]$. Then there exists a constant $c > 0$ such that for every $f \in W^{m,p}(\Omega)$

$$
\|f\|_{L^q(\Omega)} \leq c \|f\|_{W^{m,p}(\Omega)}.
$$

**Remark.** The Sobolev embedding theorem covers even more cases for $p$. One can find a more comprehensive version in the cited literature.

Applying the classical Poincaré inequality to the above theorem with $m = 1$, we obtain the following inequality, which we refer to as **Sobolev inequality** throughout the rest of this thesis. In the literature it is sometimes called Gagliardo-Nirenberg-Sobolev inequality.

**Theorem 2.18** (Sobolev inequality). Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz open set. If $1 \leq q < d$, then we have $W^{1,p}_0(\Omega) \subset L^{\frac{dp}{d-p}}(\Omega)$ and there exists a constant $C > 0$ such that for every $f \in W^{1,p}_0(\Omega)$

$$
\|f\|_{L^{\frac{dp}{d-p}}(\Omega)} \leq C \|
abla f\|_{L^p(\Omega)}.
$$

**Sobolev spaces of fractional order**

Let us also define the Sobolev spaces of fractional order $\frac{\alpha}{2} \in (0,1)$.

**Definition 2.19.** For $\alpha \in (0,2)$ and $1 \leq p < \infty$ the fractional Sobolev space $W^{\frac{\alpha}{2},p}(\Omega)$ consists of all functions $f \in L^p(\Omega)$ such that

$$
\|f\|_{W^{\frac{\alpha}{2},p}(\Omega)} = \left( \int_\Omega \int_\Omega \frac{|f(x) - f(y)|^p}{|x-y|^{d+\alpha/2}p} \, dx \, dy \right)^{\frac{1}{p}} < \infty.
$$

The mapping $\|\cdot\|_{W^{\frac{\alpha}{2},p}(\Omega)}$ defines a seminorm on $W^{\frac{\alpha}{2},p}(\Omega)$. A norm on $W^{\frac{\alpha}{2},p}(\Omega)$ is given by

$$
\|f\|_{W^{\frac{\alpha}{2},p}(\Omega)} = \left( \|f\|_{L^p(\Omega)}^p + \|f\|_{W^{\frac{\alpha}{2},p}(\Omega)}^p \right)^{\frac{1}{p}}.
$$

Using this norm, we may write

$$
W^{\frac{\alpha}{2},p}(\Omega) = \{ f : \Omega \to \mathbb{R} \text{ measurable } \|f\|_{W^{\frac{\alpha}{2},p}(\Omega)} < \infty \}.
$$

Analogous to the integer case we write

$$
W^{\frac{\alpha}{2},2}(\Omega) = H^{\frac{\alpha}{2}}(\Omega), \quad \|\cdot\|_{W^{\frac{\alpha}{2},2}(\Omega)} = \|\cdot\|_{H^{\frac{\alpha}{2}}(\Omega)} \quad \text{and} \quad \|\cdot\|_{W^{\frac{\alpha}{2},2}(\Omega)} = \|\cdot\|_{H^{\frac{\alpha}{2}}(\Omega)}.
$$

The spaces $(H^2(\Omega), \|\cdot\|_{H^{\frac{\alpha}{2}}(\Omega)})$ are Hilbert spaces. The completion of all smooth functions with compact support shall be denoted by

$$
H^{\frac{\alpha}{2}}_0(\Omega) = C_c^\infty(\Omega)^{\|\cdot\|_{H^{\frac{\alpha}{2}}(\Omega)}}.
$$
2. Basics from measure theory, integration theory and classical function spaces

We regularly use embedding theorems. Analogous to the case of the integer Sobolev spaces the fractional Sobolev spaces are contained in the Lebesgue spaces in the following way (see e.g. [DD12, Corollary 4.53] or [Ada75, Theorem 7.57] for a version for more general subsets $\Omega$ of $\mathbb{R}^d$).

**Theorem 2.20** (fractional Sobolev embedding theorem). Let $\alpha \in (0, 2]$, $p \in (1, \infty)$ with $\alpha p < 2d$ and $q \in [p, \frac{dp}{d-\alpha p}]$. Assume $\Omega \subset \mathbb{R}^d$ is a Lipschitz open set. There exists a constant $c > 0$ such that for every $f \in W^{\frac{\alpha}{p}}(\Omega)$

$$\|f\|_{L^q(\Omega)} \leq c \|f\|_{W^{\frac{\alpha}{p}}(\Omega)}.$$  

In our thesis we often use a special version of the fractional Sobolev embedding theorem for the case when $\Omega = B_r(x_0)$ is a ball. This embedding can be obtained from Theorem 2.20 in the following way. We apply the above theorem to $\Omega = B_1$ and $q = p = 2$. Then we use a scaling argument (see also Lemma 11.6), which yields the embedding result for $H^{\frac{\alpha}{2}}(B_r(x_0))$ that we state below.

**Corollary 2.21** (fractional Sobolev inequality). Let $d \geq 2$ be a natural number, $R > 0$, $\alpha \in (0, 2)$ and $x_0 \in \mathbb{R}^d$. There exists a constant $c \approx 0 > 0$ such that for all $r \in (0, R)$ and $f \in H^{\frac{\alpha}{2}}(B_r(x_0))$

$$\left(\int_{B_r(x_0)} |f(x)|^{\frac{2d}{d-\alpha}} \, dx\right)^{\frac{d-\alpha}{d}} \leq c \int_{B_r(x_0)} \int_{B_r(x_0)} \frac{(f(x) - f(y))^2}{|x - y|^{d+\alpha}} \, dx \, dy$$

$$+ c \int_{B_r(x_0)} |f(x)|^2 \, dx.$$  

If $\alpha \in [\alpha_0, 2)$ for some $\alpha_0 \in (0, 2)$, then $c \approx$ can be chosen to depend on $\alpha_0$ but not on $\alpha$.

**Dense subsets**

The following two theorems give examples for subspaces of $W^{\frac{\alpha}{2}}$ that are dense in $W^{\frac{\alpha}{p}}$. In the literature they can be found in [DD12] as Proposition 4.27 and Proposition 4.52.

**Proposition 2.22.** The space $C^\infty_c(\mathbb{R}^d)$ is dense in $W^{\frac{\alpha}{2}}(\mathbb{R}^d)$.

Let $\Omega$ be a proper subset of $\mathbb{R}^d$. We say that $\Omega$ admits an $(\frac{\alpha}{2}, p)$-extension if there exists a continuous linear operator Ext (the extension operator) that sends $f \in W^{\frac{\alpha}{2}}(\Omega)$ to Ext($f$) $\in W^{\frac{\alpha}{2}}(\mathbb{R}^d)$ such that for $x \in \Omega$ one has Ext($f$)($x$) = $f$($x$). It is well known that every Lipschitz open set $\Omega$ admits an $(\frac{\alpha}{2}, p)$-extension, cf. [DD12, Proposition 4.42]. If $\Omega$ admits an $(\frac{\alpha}{2}, p)$-extension, then one can use the proposition above and the extension operator in order to prove the following proposition.

**Proposition 2.23.** Let $\Omega$ be an open set that admits an $(\frac{\alpha}{2}, p)$-extension. Then $C^\infty_c(\Omega)$, the space of restrictions to $\Omega$ of functions in $C^\infty_c(\mathbb{R}^d)$, is dense in $W^{\frac{\alpha}{2}}(\Omega)$.
3. Generalized function spaces involving a symmetric kernel

In this work a measurable function \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) is called integral kernel or just kernel. We consider only kernels that satisfy the symmetry assumption \( k(x, y) = k(y, x) \) for almost all \( x, y \in \mathbb{R}^d \). These kernels are called symmetric kernels. Sometimes we will omit the adjective symmetric. An integral kernel plays the role of a density function with respect to the Lebesgue measure \( \lambda^d \times \lambda^d \). Following the article [FKV15] we use integral kernels to define new function spaces that are custom-made for our purposes.

3.1. Generalization of \( H^{\alpha}_2 \): The space \( H^{k} \)

The preceding function spaces can be considered as a generalization of \( H^{\alpha}_2 \).

**Definition 3.1.** Let \( \Omega \subset \mathbb{R}^d \) open and \( k : \mathbb{R}^d \to \mathbb{R}^d \to [0, \infty] \) be a symmetric kernel. The set

\[
H^{k}(\Omega) = \left\{ f \in L^2(\Omega) \left| \| f \|_{H^{k}(\Omega)} < \infty \right. \right\},
\]

where

\[
\| f \|_{H^{k}(\Omega)} = \left( \int_{\Omega} \int_{\Omega} (f(x) - f(y))^2 k(x, y) \, dx \, dy \right)^{\frac{1}{2}},
\]

is a linear space. A norm on \( H^{k}(\Omega) \) is given by

\[
\| f \|_{H^{k}(\Omega)} = \left( \| f \|_{L^2(\Omega)}^2 + \| f \|_{H^{k}(\Omega)}^2 \right)^{\frac{1}{2}}, \quad f \in H^{k}(\Omega).
\]

**Remark.** For \( k(x, y) = |x - y|^{-d-\alpha} \) we have \( H^{k} = H^{\alpha}_2 \).

**Theorem 3.2.** Let \( \Omega \subset \mathbb{R}^d \) be open and \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) be a symmetric kernel. The mapping

\[
(f, g)_{H^{k}(\Omega)} = (f, g)_{L^2(\Omega)} + \int_{\Omega} \int_{\Omega} (f(x) - f(y))(g(x) - g(y))k(x, y) \, dx \, dy,
\]

for \( f, g \in H^{k}(\Omega) \), defines a scalar product on \( H^{k}(\Omega) \). It induces the norm \( \| \cdot \|_{H^{k}(\Omega)} \). The normed space \( H^{k}(\Omega) \) is a Hilbert space.

A proof of this result can be obtained similar to the proof of [FKV15, Lemma 2.3], see also [DRV17, Proposition 3.1].
3. Generalized function spaces involving a symmetric kernel

3.2. The spaces $V^k(\Omega|\mathbb{R}^d)$ and $H^k_{\Omega}(\mathbb{R}^d)$

In this section we provide the definition of the $V$-spaces corresponding to a given kernel. These spaces will be important later when we define solutions of corresponding nonlocal elliptic equations, see Section 4.2.

**Definition 3.3.** Let $\Omega \subset \mathbb{R}^d$ open and let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be a symmetric integral kernel. The set

$$V^k(\Omega|\mathbb{R}^d) = \left\{ f : \mathbb{R}^d \to \mathbb{R} \text{ measurable} \mid f|_\Omega \in L^2(\Omega), [f,f]_{V^k(\Omega|\mathbb{R}^d)} < \infty \right\},$$

where

$$[f,g]_{V^k(\Omega|\mathbb{R}^d)} = \int_\Omega \int_{\mathbb{R}^d} (f(x) - f(y))(g(x) - g(y))k(x,y) \, dx \, dy,$$

(3.1)

is a linear space. A norm on $V^k(\Omega|\mathbb{R}^d)$ is given by

$$\|f\|_{V^k(\Omega|\mathbb{R}^d)} = \left( \|f\|_{L^2(\Omega)} + [f,f]_{V^k(\Omega|\mathbb{R}^d)} \right)^{\frac{1}{2}}.$$

Furthermore, define

$$H^k_{\Omega}(\mathbb{R}^d) = \left\{ f \in H^k(\mathbb{R}^d) \mid f \equiv 0 \text{ almost everywhere in } \mathbb{R}^d \setminus \Omega \right\}.$$

We remark that the normed space $\left( H^k_{\Omega}(\mathbb{R}^d), \| \cdot \|_{H^k(\mathbb{R}^d)} \right)$ is a separable Hilbert space, see again [FKV15, Lemma 2.3].

From the definition of $V^k(\Omega|\mathbb{R}^d)$ and $H^k_{\Omega}(\mathbb{R}^d)$ we see that these spaces are not of local type anymore, that is, we have some regularity of the elements of these spaces across the boundary of $\Omega$. This will be important later when we consider nonlocal operators and corresponding weak solutions.

Note that by the symmetry of the kernel and the Theorem of Fubini, $f \in H^k_{\Omega}(\mathbb{R}^d)$ implies

$$\|f\|^2_{H^k_{\Omega}(\mathbb{R}^d)} = \|f\|^2_{L^2(\Omega)} + \int_\Omega \int_{\mathbb{R}^d} (f(x) - f(y))^2k(x,y) \, dx \, dy$$

$$+ 2 \int_{\mathbb{R}^d \setminus \Omega} \int_\Omega (f(x) - f(y))^2k(x,y) \, dx \, dy,$$

that is, the double integral can be splitted into a local and a nonlocal part.
4. Elliptic partial differential equations

In parts of our work we are concerned with partial differential equations of the form

\[
\begin{aligned}
-\mathcal{L}u &= f \quad \text{in } \Omega, \\
u &= g \quad \text{on } \partial\Omega.
\end{aligned}
\]  

(4.1)

where \( f \) and \( g \) are given functions, \( u \) is an unknown function (the solution) and \( \mathcal{L} \) is a linear operator of second order local type in divergence form or of nonlocal type corresponding to some integral kernel. We introduce these operators in the following two sections.

4.1. (Local) Elliptic operators in divergence form

Let \( \Omega \subset \mathbb{R}^d \) an open bounded set. For \( i,j \in \{1,...,d\} \) let \( a_{ij} : \Omega \to \mathbb{R} \) be measurable functions. A second order operator \( \mathcal{L} \) shall be called operator in divergence form if

\[
\mathcal{L}u(x) = \sum_{1 \leq i,j \leq d} \partial_j (a_{ij}(x) \partial_i u(x)), \quad x \in \Omega.
\]

We call \( \mathcal{L} \) elliptic operator if there exists \( \Lambda \geq 1 \) such that

\[
\Lambda^{-1} |\xi|^2 \leq \sum_{1 \leq i,j \leq d} a_{ij}(x) \xi_i \xi_j \leq \Lambda |\xi|^2 \quad \text{for all } x \in \Omega, \xi \in \mathbb{R}^d.
\]

Note that the above line implies \( a_{ij} \in L^\infty(\Omega) \) for all \( i,j \in \{1,...,d\} \).

**Definition 4.1** (weak subsolution, weak supersolution, weak solution). Let \( f \in L^2_{\text{loc}}(\Omega) \) and \( g \in H^1(\Omega) \). A function \( u \in H^1(\Omega) \) is called a weak subsolution (weak supersolution) of (4.1) if \( u - g \in H^1_0(\Omega) \) and for every nonnegative (nonpositive) \( \psi \in H^1_0(\Omega) \)

\[
\int_{\Omega} \sum_{1 \leq i,j \leq d} a_{ij} \partial_i u \partial_j \psi \, dx \leq \int_{\Omega} f \psi \, dx.
\]

A function \( u \) that is both a weak subsolution and a weak supersolution of (4.1) is called a weak solution of (4.1).

We remark that, by a density argument, the space of test functions for which (4.2) shall be true could be changed from \( H^1_0(\Omega) \) to \( C^\infty_c(\Omega) \), the space of smooth functions with compact support in \( \Omega \).
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Using the Lemma of Lax-Milgram respectively the Riesz representation theorem (see [Alt16, 6.2 respectively 6.1]) one can show that (4.1) has a unique weak solution.

4.2. Nonlocal operators corresponding to an integral kernel

In this section we consider the nonlocal analogue to (4.1) and provide the concept of weak solutions. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain.

Let \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) be a symmetric kernel and \( \mathcal{L} \) be a nonlocal operator defined as follows

\[
\mathcal{L}_k u(x) = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x))k(x, y) \, dy, \quad x \in \Omega.
\]

We now give a definition of weak subsolutions for (4.1) if we replace the local elliptic operator by the nonlocal operator above. The definition requires the following quadratic form. We define

\[
\mathcal{E}^k(u, v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y))(v(x) - v(y))k(x, y) \, dx \, dy.
\]

Note that the above quantity is well defined for \( u \in V^k(\Omega|\mathbb{R}^d) \) and \( v \in H^k_\Omega(\mathbb{R}^d) \) or vice versa. Indeed, by the Hölder inequality,

\[
\mathcal{E}^k(u, v) = \int_{\Omega} \int_{\Omega} (u(x) - u(y))(v(x) - v(y))k(x, y) \, dx \, dy \\
+ 2 \int_{\mathbb{R}^d \setminus \Omega} \int_{\Omega} (u(x) - u(y))v(x)k(x, y) \, dx \, dy \\
\leq \left( \int_{\Omega} \int_{\Omega} (u(x) - u(y))^2 k(x, y) \, dx \, dy \right)^{\frac{1}{2}} \left( \int_{\Omega} \int_{\Omega} (v(x) - v(y))^2 k(x, y) \, dx \, dy \right)^{\frac{1}{2}} \\
+ 2 \left( \int_{\mathbb{R}^d \setminus \Omega} \int_{\Omega} (u(x) - u(y))^2 k(x, y) \, dx \, dy \right)^{\frac{1}{2}} \times \\
\left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (v(x) - v(y))^2 k(x, y) \, dx \, dy \right)^{\frac{1}{2}}
\]

and due to the properties of \( V^k(\Omega|\mathbb{R}^d) \) and \( H^k_\Omega(\mathbb{R}^d) \) all the appearing terms are finite.

**Definition 4.2** (weak subsolution, weak supersolution, weak solution). Let \( f \in L^q(\Omega) \) for some \( q \geq 2 \) and \( g \in V^k(\Omega|\mathbb{R}^d) \). A function \( u \in V(\Omega|\mathbb{R}^d) \) is called a weak subsolution (weak supersolution) of (4.1) if \( u - g \in H^k_\Omega(\mathbb{R}^d) \) and for all nonnegative (nonpositive) \( \psi \in H^k_\Omega(\mathbb{R}^d) \)

\[
\mathcal{E}^k(u, \psi) \leq (f, \psi)_{L^2}.
\]

A function that is both a weak subsolution and a weak supersolution is called a weak solution of (4.1).
Remark. In order to have that every classical subsolution (supersolution) is also a weak subsolution (supersolution) one would need to replace $\mathcal{E}^k$ with $\frac{1}{2}\mathcal{E}^k$, but we will ignore the factor $\frac{1}{2}$ in this work.

The existence of weak solutions to (4.1) with an operator $\mathcal{L}$ of nonlocal type as mentioned above has been studied in [FKV15]. Under certain conditions on the kernel $k$ one can prove their existence with the help of the Lax-Milgram lemma, see [FKV15, Section 3]. Let us remark that all the conditions on the kernel for existence and uniqueness of weak solutions are satisfied in the parts of our thesis that deal with weak solutions.
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One application of the theory developed in Part II of this thesis comes from the theory of Dirichlet forms and its connection to stochastic processes. This short chapter provides the necessary definitions and theorems. As a reference we use the book [FOT94].

Let \((X, \mathcal{B}(X), \mu)\) a \(\sigma\)-finite measure space. Consider a bilinear form \(E : \mathcal{D}(\mathcal{E}) \times \mathcal{D}(\mathcal{E}) \to \mathbb{R}\), where \(\mathcal{D}(\mathcal{E})\) is a dense subspace of \(L^2(X, \mu)\), called the domain of \(\mathcal{E}\).

In what follows we also use the form \(\mathcal{E}_1\) that is defined as

\[
\mathcal{E}_1(u, v) = E(u, v) + (u, v)_{L^2(X, \mu)}, \quad u, v \in \mathcal{D}(\mathcal{E}).
\]

**Definition 5.1.** A bilinear form \(E : \mathcal{D}(\mathcal{E}) \times \mathcal{D}(\mathcal{E}) \to \mathbb{R}\) with \(\mathcal{D}(\mathcal{E}) \subset L^2(X, \mu)\) is called a (symmetric) Dirichlet form if the following properties are satisfied.

1. The form is symmetric in the sense that \(E(u, v) = E(v, u)\) for all \(u, v \in \mathcal{D}(\mathcal{E})\).

2. \(E(u, u) \geq 0\) for every \(u \in \mathcal{D}(\mathcal{E})\).

3. The form is closed, that is, if \((u_n) \subset \mathcal{D}(\mathcal{E})\) with \(\mathcal{E}_1(u_n - u_m, u_n - u_m) \to 0\) for \(n, m \to \infty\), then there is \(u \in \mathcal{D}(\mathcal{E})\) with \(\mathcal{E}_1(u_n - u, u_n - u) \to 0\) for \(n \to \infty\). In other words: The subspace \(\mathcal{D}(\mathcal{E})\) equipped with the inner product \(\mathcal{E}_1\) is a real Hilbert space.

4. The unit contraction operates on \(\mathcal{E}\), that is, if \(u \in \mathcal{D}(\mathcal{E})\) and \(v = (0 \vee u) \wedge 1\), then \(v \in \mathcal{D}(\mathcal{E})\) and \(\mathcal{E}(v, v) \leq \mathcal{E}(u, u)\).

If in addition \(\mathcal{D}(\mathcal{E}) \cap C_c(X)\) is dense in \(\mathcal{D}(\mathcal{E})\) with respect to the norm induced by \(\mathcal{E}_1\) and dense in \(C_c(X)\) with respect to the uniform norm, then \(\mathcal{E}\) is called a regular Dirichlet form.

**From the process to the Dirichlet form and back**

It is the idea of this short section to describe to the reader some basics of the relation between Dirichlet forms and stochastic processes via semigroup theory. The following paragraphs may be considered as a short reminder for everyone that does not usually work with these objects. In our thesis we do not really use the objects that appear in the remainder of this section. Therefore, it would not be efficient to include all the precise
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definitions here. We try to be as exact as possible without losing ourselves in details. Sometimes we only give paraphrases instead of precise definitions. Then we refer to the appropriate part in [FOT94].

Formally, a stochastic process $M$ on a measurable space $(S, \mathcal{B}(S))$ with time parameter $T \subset [0, \infty]$ is given as a quadruple $M = (\Omega, \mathcal{M}, (X_t)_{t \in T}, \mathbb{P})$, where $X_t : \Omega \to S$ is $(\mathcal{M}, \mathcal{B}(S))$-measurable for every $t \in T$ and $(\Omega, \mathcal{M}, \mathbb{P})$ is a probability space. We now add to $S$ an isolated single point $\partial$, which plays the role of the cemetery, and replace the probability measure by a family of probability measures $(\mathbb{P}_x)_{x \in S \cup \partial}$. Let us assume that the resulting quadruple $(\Omega, \mathcal{M}, (X_t)_{t \in [0, \infty]}, \mathbb{P}_x)$ is a stochastic process for any $x \in S \cup \partial$ with state space $(S \cup \partial, \mathcal{B}(S)_{\partial})$, where $\mathcal{B}(S)_{\partial}$ is the corresponding Borel $\sigma$-algebra. Furthermore, let us assume that the family of probability measures satisfies some measurability condition as well as the following Markov property: There is an admissible filtration $\{\mathcal{M}_t\}_{t \geq 0}$ such that for every $x \in S, t, s \geq 0$ and $E \in \mathcal{B}(S)$ we have $\mathbb{P}_x$-almost surely

$$\mathbb{P}_x(X_{t+s} \in E | \mathcal{M}_t) = \mathbb{P}_x(X_t \in E).$$

If we additionally assume that $\mathbb{P}_\partial(X_t = \partial) = 1$ for each $t \geq 0$, then

$$M = (\Omega, \mathcal{M}, (X_t)_{t \in [0, \infty]}, (\mathbb{P}_x)_{x \in S \cup \partial})$$

is called a Markov process on $(S, \mathcal{B}(S))$ with time parameter $[0, \infty]$, cf. [FOT94, p. 311] for a precise definition. One object that plays a crucial role in the relation between stochastic processes and Dirichlet forms is the transition function. Let us assume that $M$ is a Markov process. The transition function $p_t : [0, \infty] \times \mathcal{B}(S) \to [0, \infty]$ of the process $M$ is defined as

$$p_t(x, E) = \mathbb{P}_x(X_t \in E), \quad x \in S, t \geq 0, E \in \mathcal{B}(S).$$

The Markov property of $M$ implies that

$$p_t p_s u = p_{t+s} u \quad \text{for all } t, s > 0$$

and all bounded $\mathcal{B}(S)$-measurable functions $u : S \to \mathbb{R}$. Here

$$(p_t u)(x) = \int_S u(y) p_t(x, dy), \quad x \in S.$$  

From now on let $(X, \mathcal{B}(X), \mu)$ be a $\sigma$-finite measure space.

We call a Markov process on $(X, \mathcal{B}(X)) \mu$-symmetric if its transition function $p_t$ is symmetric, that is, $p_t$ satisfies

$$\int_X u(x) (p_t v)(x) \mu(dx) = \int_X (p_t u)(x) v(x) \mu(dx).$$
for all nonnegative measurable functions $u$ and $v$. Such a symmetric transition function enjoys
\[
((p_t u)(x))^2 = \left( \int_X u(y) p_t(x, dy) \right)^2 \leq \int_X p_t(x, dy) \cdot \int_X u^2(y) p_t(x, dy) = (p_t u^2)(x)
\]
for every $x \in X, t > 0$. Therefore, for every bounded and $\mathcal{B}(X)$-measurable function $u : X \to \mathbb{R}$ with $u \in L^2(X, \mu)$ we have
\[
\int_X ((p_t u)(x))^2 \mu(dx) \leq \int_X u^2(x) \mu(dx),
\]
where we also used the symmetry of $p_t$.

The above inequality means that $p_t$ can be extended uniquely to a symmetric contractive operator $T_t$ on $L^2(X, \mu)$. We deduce in particular that every $T_t$ is Markovian, that is, it holds $0 \leq T_t u \leq 1$ whenever $u \in L^2(X, \mu)$, $0 \leq u \leq 1$ $\mu$-almost everywhere. The family $(T_t)_{t > 0}$ of operators on $L^2(X, \mu)$ is a semigroup on $L^2(X, \mu)$. That is, each $T_t$ is a symmetric operator with domain $\mathcal{D}(T_t) = L^2(X, \mu)$, the semigroup property $T_t T_s = T_{t+s}$ is satisfied for $t, s > 0$ and the contraction property $(T_t u, T_t u)_{L^2(X, \mu)} \leq (u, u)_{L^2(X, \mu)}$ holds for $t > 0, u \in L^2(X, \mu)$. The associated Markovian semigroup $(T_t)_{t > 0}$ to the family of transition functions $(p_t)_{t > 0}$ is called the transition semigroup.

Let us assume that the transition semigroup $(T_t)_{t > 0}$ is strongly continuous, that is, for $u \in L^2(X, \mu)$ we have $(T_t u - u, T_t u - u)_{L^2(X, \mu)} \to 0$ for $t \to 0$. Then the generator $A$ of the semigroup exists. The generator is defined by
\[
A = \lim_{t \to 0} \frac{T_t u - u}{t}, \quad \mathcal{D}(A) = \{ u \in L^2(X, \mu) | A u \text{ exists as a strong limit} \}.
\]
The generator of a strongly continuous semigroup is a nonpositive definite self-adjoint operator. The catch is now that there exists a one to one correspondence between the family of nonpositive definite self-adjoint operators and the family of closed symmetric forms on $L^2(X, \mu)$, which can be characterized by
\[
\mathcal{D}(A) \subset \mathcal{D}(\mathcal{E}), \quad \mathcal{E}(u, v) = (-Au, v)_{L^2(X, \mu)}, \quad u \in \mathcal{D}(A), v \in \mathcal{D}(\mathcal{E}),
\]
cf. [FOT94, Corollary 1.3.1]. According to [FOT94, Theorem 1.4.1] this associated form $\mathcal{E}$ is a Dirichlet form.

From now on let $X$ be a locally compact separable measure space and $\mu$ a positive Radon measure on $X$ such that $\text{supp}(\mu) = X$.

A stochastic process $M$ is a Hunt process if it is a strong Markov process that is quasi-left continuous with respect to the minimum completed admissible filtration, see [FOT94,
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Appendix A] for a precise definition. If $M$ is a Hunt process, then, by [FOT94, Lemma 1.4.3 (i)], the associated semigroup is strongly continuous. Hence, each Hunt process determines a Dirichlet form in the sense of the above paragraph. The reverse statement is also true under the additional assumption that the given Dirichlet form is regular.

**Theorem 5.2** ([FOT94, Theorem 7.2.1]). Given a regular Dirichlet form $\mathcal{E}$ on $L^2(X, \mu)$ there exists a $\mu$-symmetric Hunt process $M$ on $(X, \mathcal{B}(X))$ whose Dirichlet form is the given one $\mathcal{E}$.
Part II.

Coercivity in fractional Sobolev spaces
Detailed Outline of Part II

This part deals with the functional

\[ f \mapsto \int_B \int_B (f(x) - f(y))^2 k(x, y) \, dx \, dy, \quad f \in L^2(B) \]  

(5.1)

where \( B \subset \mathbb{R}^d \) is a ball and \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) is a symmetric kernel that satisfies

\[ k(x, y) \geq \Lambda |x - y|^{-d-\alpha} \]

for some configuration \( \Gamma \), some constant \( \Lambda > 0 \) and almost all \( x, y \in \mathbb{R}^d, x \neq y \). In Chapter 6 we provide all the necessary definitions. In particular we explain what we mean by the term configuration. As already mentioned in the introduction, our coercivity result requires some assumptions on the configuration regarding measurability, compare (M) in Chapter 1. Chapter 6 contains the reason for this assumption.

We present a result on discrete quadratic forms in Chapter 7. The proof of this result is challenging and involves an induction and a renormalization argument.

Our main result, the coercivity of the bilinear form associated to (5.1) in \( \dot{H}^{\frac{d}{2}}(B) \) on every ball \( B \subset \mathbb{R}^d \), is proved in Chapter 8. In this chapter we present a general scheme of how to approximate functionals of the type (5.1) by discrete quadratic forms. This result is interesting in itself. As a consequence we can apply our discrete result in order to obtain the mentioned coercivity. A technicality in the proof is that we need to use a covering argument. This is provided in Appendix A.

Applications of the main result are discussed in Chapter 9. We present applications with regard to function spaces, as well as stochastic processes and regularity theory of weak solution to the elliptic PDE with the underlying operator (1.1).

Comment on the notation used in this part

Let us recall some of the notation that we use in this part. For a complete overview we refer to the section about notation after the introduction.

By \( |x| \) we denote the Euclidean norm on \( \mathbb{R}^d \). With \( |x|_\infty \) we denote the supremum \( |x|_\infty = \sup_{1 \leq i \leq d} |x_i| \). The notation \( B_r(x_0) \) refers to a ball with radius \( r > 0 \) and center \( x_0 \) in the Euclidean metric, precisely \( B_r(x_0) = \{ x \in \mathbb{R}^d \mid |x - x_0| < r \} \). In case \( x_0 = 0 \), we write \( B_r = B_r(0) \).

We write \( a \asymp b \) for two quantities \( a, b \) if there exists a universal constant \( c \geq 1 \) so that \( c^{-1}a \leq b \leq ca \). Then \( a \) and \( b \) are called comparable and we refer to \( c \) as comparability constant.

We write \( S^{d-1} \) for the \( d - 1 \)-sphere, that is, \( S^{d-1} = \{ x \in \mathbb{R}^d \mid |x| = 1 \} \).
6. Setting and Preliminaries

In this chapter we define and explain the main objects of Part II of this thesis: cones and configurations. First and foremost, this chapter is intended to serve as an introduction to the topic of configurations. Moreover, the chapter includes useful properties that are needed several times in the remainder of Part II. One of these properties is the fact that every \( \vartheta \)-bounded configuration induces a configuration consisting of only finitely many cone types. This is the key idea on which our coercivity result relies. The statement can be found at the end of Section 6.1, after the main definitions. In Section 6.2 we explain the notion of \( \vartheta \)-admissible configurations. In the last Section 6.3 the reader learns about favored indices.

6.1. Cones, \( \vartheta \)-bounded configurations and reference cones

Definition 6.1 ((double) cone, family of (double) cones, shifted (double) cone, double half-cone). Given \( v \in S^{d-1} \) and \( \vartheta \in (0, \frac{\pi}{2}] \) a cone is defined by

\[
\tilde{V} = \tilde{V}(v, \vartheta) = \left\{ h \in \mathbb{R}^d \mid h \neq 0, \frac{\langle v, h \rangle}{|h|} > \cos(\vartheta) \right\}.
\]

Let \( \tilde{V} \) denote the family of all cones. The corresponding double cone is denoted by \( V \), that is,

\[
V = V(v, \vartheta) = \tilde{V} \cup (-\tilde{V}).
\]

The set \( V \) of all double cones is simply the manifold \( (0, \frac{\pi}{2}] \times \mathbb{P}_d^{d-1} \), where \( \mathbb{P}_d^{d-1} \) is the real projective space of dimension \( d-1 \). For \( x \in \mathbb{R}^d \), a shifted cone shall be defined by \( \tilde{V}[x] = \tilde{V} + x \) and a shifted double cone shall be defined by \( V[x] = V + x \).

For a given cone \( \tilde{V} = \tilde{V}(v, \vartheta) \) and \( r > 0 \) we define

\[
\tilde{V}_r = \tilde{V}_r(v, \vartheta) = \{ y \in \tilde{V} \mid B_r(y) \subset \tilde{V} \}.
\]

For a double cone \( V \) we define the set \( V_r \) analogously,

\[
V_r = V_r(v, \vartheta) = \tilde{V}_r \cup \left(-\tilde{V}_r\right),
\]

and call it a double half-cone.
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![Figure 6.1.: Example of a cone $V(v, \vartheta)$ and a double half-cone $V_r(v, \vartheta)$ for $d = 2$](image1)

![Figure 6.2.: A possible configuration $\Gamma$](image2)

We are now in the position to define a family of double cones $\Gamma(\mathbb{R}^d)$, which we shall call a configuration.

**Definition 6.2** $(\vartheta$-bounded) configuration. A mapping $\Gamma : \mathbb{R}^d \to V$ is called a configuration. If $\Gamma$ is a configuration with the property that the infimum $\vartheta$ over all apex angles of cones in $\Gamma(\mathbb{R}^d)$ is positive, then $\Gamma$ is called $\vartheta$-bounded. For $x \in \mathbb{R}^d$ and $\Gamma$ a configuration, we define $V^\Gamma[x] = x + \Gamma(x)$ and analogously for $r > 0$,

$$V^\Gamma_r[x] = \{ y \in V^\Gamma[x] \mid B_r(y) \subset V^\Gamma[x] \}.$$  

Throughout the rest of this part we sometimes write that two cones have the same type. The precise meaning of this statement is given below.
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**Definition 6.3** (cone type, points of the same type). Let $\Gamma$ be a configuration. A point $x \in \mathbb{R}^d$ is of cone type $V$ if $V = \Gamma(x)$. Two points $x, y \in \mathbb{R}^d$ have the same type if $\Gamma(x) = \Gamma(y)$.

The boundedness property of $\vartheta$ is crucial in our work. This assumption guarantees that we can pass over from the possible uncountable family of cones $\Gamma(\mathbb{R}^d)$ generated by a $\vartheta$-bounded configuration $\Gamma$ to a finite family of cones as described in the following lemma. In order to obtain this finite family of cones we just have to cover up the sphere and use a compactness argument.

**Lemma 6.4.** Let $\Gamma$ be a $\vartheta$-bounded configuration. There are numbers $L \in \mathbb{N}$ and $\theta \in (0, \frac{\pi}{2}]$, and double cones $V^1, \ldots, V^L$ centered at 0 with apex angle $\theta$ and symmetry axis $v^1, \ldots, v^L \in S^{d-1}$ such that

for every $x \in \mathbb{R}^d$ there is an index $m \in \{1, \ldots, L\}$ with $V^m \subset \Gamma(x)$.

The constants $L$ and $\theta$ depend on the dimension $d$ and $\vartheta$ but not on $\Gamma$ itself.

**Proof.** Obviously

$$S^{d-1} \subset \bigcup_{v \in S^{d-1}} V\left(v, \frac{\vartheta}{3}\right).$$

Since $S^{d-1}$ is compact and the right-hand side is an open cover of $S^{d-1}$, one can choose finitely many symmetry axis $v^1, \ldots, v^L \in S^{d-1}$ such that

$$S^{d-1} \subset \bigcup_{m=1}^L V\left(v^m, \frac{\vartheta}{3}\right).$$

Define $V^m = V\left(v^m, \frac{\vartheta}{3}\right)$ for $m = 1, \ldots, L$. Now the claim follows with $\theta = \vartheta/3$. \square

**Remark.** Note that in the above proof any choice $\theta \in (0, \frac{2}{3}\vartheta)$ would have been possible.

In the following we write $V^m[x]$ instead of $V^m + x$.

**Definition 6.5** (reference cones). The set $\{V^m\}_{1 \leq i \leq L}$ shall be called a family of reference cones associated to $\Gamma$. Each element is called a reference cone. Analogous to Definition 6.1 set

$$V^m_r = \{u \in V^m \mid B_r \subset V^m\}, \quad V^m[x] = V^m_r + x.$$

Obviously a family of reference cones is not unique. There can be uncountably many families of reference cones associated to a $\vartheta$-bounded configuration.

With the help of Lemma 6.4 we can define a new configuration that has useful properties. The following corollary is the key tool for our reasoning in Chapter 7.
Corollary 6.6. Let $\Gamma$ be a $\vartheta$-bounded configuration. Then there exists another configuration $\tilde{\Gamma}$ that fulfills $\#\tilde{\Gamma}(\mathbb{R}^d) < \infty$ and for every $x \in \mathbb{R}^d$
\[
\tilde{\Gamma}(x) \subset \Gamma(x).
\]
The infimum of apex angles of cones in $\tilde{\Gamma}(\mathbb{R}^d)$ is $\vartheta$.

Proof. Let $V^1, \ldots, V^L$ be a family of reference cones corresponding to $\Gamma$. Define sets
\[
M_1 = \{x \in \mathbb{R}^d \mid V^1 \subset \Gamma(x)\}
\]
\[
M_2 = \{x \in \mathbb{R}^d \mid V^2 \subset \Gamma(x)\} \setminus M_1
\]
\[
\vdots
\]
\[
M_L = \{x \in \mathbb{R}^d \mid V^L \subset \Gamma(x)\} \setminus M_{L-1}.
\]
Now it holds
\[
\mathbb{R}^d = \bigcup_{1 \leq i \leq L} M_i
\]
and this union is disjoint. Define $\tilde{\Gamma} : \mathbb{R}^d \to \mathcal{V}, x \mapsto V^i$ for $x \in M_i$ and arrive at the assertion.

We want to achieve that all the above sets $M_1, \ldots, M_L$ are Lebesgue measurable sets. In general, this does not have to be the case. It depends heavily on the underlying configuration $\Gamma$. Therefore, it is necessary to impose another condition on $\Gamma$.

6.2. Admissible configurations

In this part we give a sufficient condition on $\Gamma$ so that the problem of measurability explained above is solved. Recall that we denote by $\mathcal{B}(\mathbb{R}^d)$ the Borel $\sigma$-algebra and by $\mathcal{L}(\mathbb{R}^d)$ the Lebesgue $\sigma$-algebra. Our aim is to prove the next proposition.

Proposition 6.7. Let $\Gamma$ be a configuration. If the set
\[
\{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d \mid y - x \in \Gamma(x)\}
\]
is a Borel set in $\mathbb{R}^d \times \mathbb{R}^d$, then for each double cone $V \in \mathcal{V}$ the set $\{x \in \mathbb{R}^d \mid V \subset \Gamma(x)\}$ is an element of $\mathcal{L}(\mathbb{R}^d)$.

The theorem below is the basis for the proof of the above proposition. This theorem can be traced back to an article by Debreu [Deb67, (4.4)]. An easier accessible, however more general, version for Suslin spaces\footnote{A Suslin space is the image of a Polish space under a continuous mapping.} can be found in an article by Himmelberg [Him75, Theorem 3.4]. We also refer to [Aum69, Projection Theorem]. However, in the last reference Aumann omits the proof.
6.2. Admissible configurations

**Theorem 6.8.** Let $T$ be a complete measure space with σ-algebra $A$. Let $X$ be a Polish space\(^2\) with Borel algebra $B$. If $F \subset T \times X$ is $A \times B$-measurable and $B \in B$, then

$$F_B = \{ t \in T | (t, b) \in F \text{ for some } b \in B \} \in A.$$ 

For a proof we advise the reader to check one of the above mentioned references.

**Corollary 6.9.** Let $T$ and $X$ be as in the previous Theorem. If $F \subset T \times X$ is $A \times B$-measurable and $B \in B$, then $F(B) = \{ t \in T | (t, b) \in F \text{ for each } b \in B \} \in A$.

**Proof.** We have

$$F(B) = \{ t \in T | \exists b \in B : (t, b) \in F \}$$

$$= \{ t \in T | \exists b \in B : (t, b) \in F^C \}^C$$

$$= \left( (F^C)_B \right)^C.$$ 

We know $F^C$ is $A \times B$-measurable since this holds for $F$. According to Theorem 6.8 this implies measurability of $(F^C)_B$. Then the complement of this set is also measurable. 

**Proof of Proposition 6.7.** Let $G = \{ (x, y) \in \mathbb{R}^d \times \mathbb{R}^d | y - x \in \Gamma(x) \}$ and $F = \{ (x, y) \in \mathbb{R}^d \times \mathbb{R}^d | y \in \Gamma(x) \}$. Then we see that $F = \{ (x, y - x) | (x, y) \in G \}$, that is, $F$ is $\mathcal{B}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$-measurable if and only if $G$ is $\mathcal{B}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$-measurable.

Let us now assume that $F$ is $\mathcal{B}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$-measurable. Choose $T = \mathbb{R}^d$, $A = \mathcal{L}(\mathbb{R}^d)$ as the Lebesgue σ-algebra and $X = \mathbb{R}^d$, $B = \mathcal{B}(\mathbb{R}^d)$ as the Borel algebra. Then $T$ is a complete measure space (together with the Lebesgue measure $\lambda^d$) and $X$ is a polish space. Let $V \in \mathcal{V}$ be any double cone. We have

$$F(V) = \{ x \in \mathbb{R}^d | \forall y \in V : (x, y) \in F \}$$

$$= \{ x \in \mathbb{R}^d | \forall y \in V : y \in \Gamma(x) \}$$

$$= \{ x \in \mathbb{R}^d | V \subset \Gamma(x) \}.$$ 

Since $F$ is $\mathcal{B}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$-measurable, we know in particular that $F$ is $\mathcal{L}(\mathbb{R}^d) \times \mathcal{B}(\mathbb{R}^d)$-measurable. By Corollary 6.9 we deduce $F(V) \in \mathcal{L}(\mathbb{R}^d)$ and the proof is finished.

Equipped with this background knowledge we can now define admissible configurations.

**Definition 6.10** (ϑ-admissible configuration). If $\Gamma$ is a ϑ-bounded configuration and

$$\left\{ (x, y) \in \mathbb{R}^d \times \mathbb{R}^d | y - x \in \Gamma(x) \right\}$$

is a Borel set in $\mathbb{R}^d \times \mathbb{R}^d$, (M)

then $\Gamma$ is called ϑ-admissible.

\(^2\)A Polish space is a separable completely metrizable topological space.
Remark. Of course, there might be weaker sufficient conditions than (M) so that the assertion of Proposition 6.7 still holds true. In our approach (M) is somehow a natural assumption because it is equivalent to the measurability of the function
\[ v : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}, \quad v(x, y) = 1_{V_{\Gamma[x]}(y)}. \]
This function appears later in the lower bound of our integral kernels. It needs to be measurable since we often use it inside of integrals.

6.3. Cubes and favored indices

Let \( \Gamma \) be an admissible configuration and \( \{V^1, ..., V^L\} \) a family of reference cones according to Lemma 6.4.

**Definition 6.11** (open cube, half-closed cube). For \( h > 0 \) and \( u = (u_1, ..., u_d) \in \mathbb{R}^d \) let
\[ A_h(u) = \left\{ x \in \mathbb{R}^d \mid |x - u|_\infty < \frac{h}{2} \right\} \]
the open cube with center \( u \). The half-closed cube with center \( u \) will be denoted by
\[ \tilde{A}_h(u) = \prod_{i=1}^d \left[ u_i - \frac{h}{2}, u_i + \frac{h}{2} \right). \]
Recall that we denote by \(|A| = \lambda^d(A)\) the Lebesgue measure of a measurable set \( A \subset \mathbb{R}^d \).

**Definition 6.12** (h-favored index). Given \( h > 0, u \in \mathbb{R}^d \) and \( m \in \{1, ..., L\} \), we set
\[ A_h^m(u) = \{x \in A_h(u) \mid V^m \subset \Gamma(x)\}. \]
An index \( m \in \{1, ..., L\} \) is called \( h \)-favored by majority at \( u \) (or short: \( h \)-favored index at \( u \)) if
\[ |A_h^m(u)| = \max_{1 \leq i \leq L} |A_h^i(u)|. \]
Note that \(|A_h^m(u)| \geq L^{-1}|A_h(u)|\) for every \( h \)-favored index \( m \) at \( u \). This follows directly from
\[ A_h(u) = \bigcup_{1 \leq i \leq L} A_h^i(u). \]
It is clear that the choice of an \( h \)-favored index is, in general, not unique.

Now we state an elementary result for the intersection of cones which will be very helpful for us. A consequence of the following lemma is that every intersection of double cones with apex in some cube contains a double half-cone.
Lemma 6.13. Let $\tilde{V}$ be a cone with apex angle $\vartheta$. Then:

1. For $\ell > 0$ it holds
   \[ \tilde{V}_\ell = \bigcap_{x \in \overline{B}_\ell} \tilde{V}[x]. \]

2. For $h > 0$ the following holds true for each $x \in \mathbb{R}^d$ and every $\xi \in A_h(x)$:
   \[ \tilde{V}_{h\sqrt{d}}[\xi] \subset \tilde{V}_{\frac{h}{2}\sqrt{d}}[x] \subset \tilde{V}[\xi]. \]

In other words
   \[ \bigcup_{\xi \in A_h(x)} \tilde{V}_{h\sqrt{d}}[\xi] \subset \tilde{V}_{\frac{h}{2}\sqrt{d}}[x] \subset \bigcap_{\xi \in A_h(x)} \tilde{V}[\xi]. \]

Proof. Let $\ell > 0$. Observe
   \[ \zeta \in \bigcap_{\xi \in \overline{B}_\ell} \tilde{V}[\xi] \iff \forall \xi \in \overline{B}_\ell : \zeta - \xi \in \tilde{V} \]
   \[ \iff \zeta - \overline{B}_\ell \subset \tilde{V} \]
   \[ \iff \overline{B}_\ell(\zeta) \subset \tilde{V} \]
   \[ \iff \zeta \in \tilde{V}_\ell. \]

This means
   \[ \tilde{V}_\ell = \bigcap_{\xi \in \overline{B}_\ell} \tilde{V}[\xi], \quad (6.1) \]

which proves our first claim.

On the other hand, for $\zeta \in \tilde{V}_{2\ell}$, we have $\overline{B}_\ell(\zeta) \subset \tilde{V}_\ell$. This is equivalent to
   \[ \forall \zeta \in \tilde{V}_{2\ell} \forall \xi \in \overline{B}_\ell : \zeta + \xi \in \tilde{V}_\ell. \]

In other words
   \[ \bigcup_{\xi \in \overline{B}_\ell} \tilde{V}_{2\ell}[\xi] \subset \tilde{V}_\ell. \quad (6.2) \]

From (6.1) and (6.2) we conclude for every $\xi \in \overline{B}_\ell$
   \[ \tilde{V}_{2\ell}[\xi] \subset \tilde{V}_\ell \subset \tilde{V}[\xi]. \]

Translation by $x \in \mathbb{R}^d$ yields
   \[ \tilde{V}_{2\ell}[\xi] \subset \tilde{V}_\ell[x] \subset \tilde{V}[\xi] \quad \forall \xi \in \overline{B}_\ell(x). \]

Now set $\ell = \frac{h}{2}\sqrt{d}$ and observe that $A_h(x) \subset \overline{B}_\ell(x)$. 

\[ \blacksquare \]
7. A result for discrete quadratic forms

The aim of this chapter is to prove the following discrete result.

**Theorem 7.1.** Let $\Gamma$ be a $\vartheta$-bounded configuration and $\alpha \in (0, 2)$. Let $\omega : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty]$ be a function satisfying $\omega(x, y) = \omega(y, x)$ and

$$\omega(x, y) \geq \Lambda (1_{V(x)}(y) + 1_{V(y)}(x))|x - y|^{-d-\alpha} \quad (7.1)$$

for all $x, y \in \mathbb{Z}^d$ with $|x - y| > R_0$, where $R_0, \Lambda > 0$ are given constants. There exist constants $\kappa \geq 1, c > 0$ such that for every $R > 0$, $x_0 \in \mathbb{R}^d$ and every function $f : (B_\kappa R(x_0) \cap \mathbb{Z}^d) \to \mathbb{R}$, the inequality

$$\sum_{x, y \in B_\kappa R(x_0) \cap \mathbb{Z}^d, |x - y| > R_0} (f(x) - f(y))^2 \omega(x, y) \geq c \sum_{x, y \in B_\kappa R(x_0) \cap \mathbb{Z}^d, |x - y| > R_0} (f(x) - f(y))^2 |x - y|^{-d-\alpha} \quad (7.2)$$

holds.

The constant $c$ depends on $\Lambda, \vartheta, R_0, \alpha$ and on the dimension $d$. It does not depend on $\omega$ and $\Gamma$.

We point out that we have to enlarge the ball on the left-hand side of the inequality (7.2).

In the following short paragraph we explain the idea of the proof. This passage is also meant to explain the structure of this chapter to the reader.

**Idea of the proof and structure of this chapter**

We define a graph $G$ on $\mathbb{Z}^d$ (cf. Section 7.2) and show that every pair of points $x, y \in B_R(x_0) \cap \mathbb{Z}^d$ can be connected by a path $p_{xy}$ given by

$$x = z_1 - z_2 - \cdots - z_{N-1} - z_N = y$$

not leaving the larger ball $B_\kappa R(x_0)$. This is done via an induction argument in Section 7.3. Since we always have to work with lattice points, the proofs are rather technical and the reader may easily get distracted. For this reason, in a short prologue in Section 7.1, we have worked out the induction argument also in $\mathbb{R}^d$. 
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We proceed by showing that we can find a collection of paths \((p_{xy})_{x,y \in \mathbb{Z}^d}\), which has additional properties: Every path has length bounded by a universal number \(N \in \mathbb{N}\) independent of \(x\) and \(y\). The distance of neighboring vertices \(|x_i - x_{i+1}|\) shall be comparable to \(|x - y|\) with comparability constant \(\lambda\). Every edge of the graph \(G\) shall be used in only \(M \in \mathbb{N}\) paths of the collection, where \(M\) is a universal number. These properties enable us to use the lower bound of \(w(x,y)\) in (7.1) in the following way:

\[
(f(x) - f(y))^2|x - y|^{-d-\alpha} \leq 2\lambda^{d+\alpha} \sum_{i=1}^{N-1} (f(x_{i+1}) - f(x_i))^2|x_{i+1} - x_i|^{-d-\alpha} \\
\leq 2\Lambda^{-1}\lambda^{d+\alpha} \sum_{i=1}^{N-1} (f(x_{i+1}) - f(x_i))^2w(x_{i+1}, x_i).
\]

The technical challenging part of the proof is to show the existence of the collection of paths \(p_{xy}\) that have our desired properties. The proof of this result relies on a renormalization argument, which we carry out in Section 7.4. We need to define new objects that we call blocks and towns, which are basically subsets and families of subsets of \(\mathbb{Z}^d\). On such a town we define a graph (the favored graph) with vertex set given by the blocks. Our results corresponding to the connection of any two lattice points can now be carried over to the connection of any two blocks. Finally, in Section 7.5, we show in Theorem 7.20 the existence of the paths with the desired properties. This theorem is one of our main results in this chapter. The proof of Theorem 7.1 follows then as a corollary in Section 7.6.

7.1. Prologe: A chaining argument in \(\mathbb{R}^d\)

The proof of Theorem 7.1 uses the existence of paths connecting any pair of arbitrary points in \(\mathbb{Z}^d\). The main task in Chapter 7 is to prove the existence of these paths. In order to understand better the rather technical proof in the discrete case, we show in this subsection how one can connect two arbitrary points in \(\mathbb{R}^d\). The procedure in the continuous setting is less technical than in the discrete setting and a lot of ideas from this subsection can be carried over to the discrete case.

The graph \(G\) on \(\mathbb{R}^d\)

From a configuration \(\Gamma : \mathbb{R}^d \to V\) we construct a directed graph \(G\) as follows: the vertex set is \(\mathbb{R}^d\) and there is a directed edge from \(x\) to \(y\) if \(y \in V^{\Gamma}[x]\). Note that there are no loops in \(G\) as \(\Gamma(x)\) is open and does not contain the origin.

We shall be concerned with the question whether \(G\) is connected as an undirected graph if the underlying configuration is \(\vartheta\)-bounded. In this case, Corollary 6.6 allows us to assume without loss of generality that the image of \(\Gamma\) contains only a finite number of elements.
7.1. Prologue: A chaining argument in $\mathbb{R}^d$

Thus, crucial parts of the argument can be proved by induction on the number of cones in $\Gamma(\mathbb{R}^d)$. As it often happens, one needs to strike the right balance and the statement suitable for induction is a little bit stronger (and more technical) than the primary target. We are led to consider subgraphs $G_U$ defined by open subsets $U \subset \mathbb{R}^d$ as follows: the vertex set of $G_U$ is still $\mathbb{R}^d$ and the rule for oriented edges is the same, however, we only put in the edges issuing from vertices in $U$. Note that vertices outside $U$ still can be used in edge paths since we are interested in undirected connectivity.

In this section we always assume that the configuration $\Gamma$ is $\vartheta$-bounded.

Our main result is given in the next theorem.

**Theorem 7.2.** For any connected open set $U \subset \mathbb{R}^d$, any two points $x,y \in U$ are vertices in the same connected component of $G_U$.

For the proof of Theorem 7.2 we need some auxiliary results.

**Auxiliary results**

**Lemma 7.3.** If two points $x,y \in U$ have the same type, then there is an edge path in $G_U$ of length at most two connecting them.

**Proof.** Let $V = \Gamma(x) = \Gamma(y)$. Then the translated double cones $V[x]$ and $V[y]$ intersect. We pick a point of intersection (it may lie outside of $U$). It has an edge incoming from $x$ and another edge incoming from $y$. These two edges form the desired edge path. ■

**Definition 7.4.** A point $x$ is called well-connected in $U$ if there is an open neighborhood $W$ of $x$ that, considered as a set of vertices in $G_U$, lies entirely in a single connected component of $G_U$. That is, the point $x$ is connected by edge paths in $G_U$ to all points of an open neighborhood.

The following lemma lists inter alia some important features of well connected points.

**Lemma 7.5.** The following hold:

1. For $y \in U$, any point $x \in U \cap V^\Gamma[y]$ is well-connected in $U$.
2. If $U' \subset U$ is an inclusion of open sets, then any point $x \in U'$ that is well-connected in $U'$ is also well-connected in $U$.
3. Any non-empty open set $U$ contains a point that is well-connected in $U$. In fact, the well-connected points are dense in $U$. 
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Proof. For (1) we may choose $U \cap V^\Gamma[y]$ as the open neighborhood. Any two points therein are connected via an edge path of length two with $y$ as the middle vertex. Therefore (1) follows.

Enlarging the open set $U'$ only adds edges to the graph. Hence connectivity can only improve. This proves (2).

For the proof of (3) note that existence of a well-connected point follows from (1). Applying the existence statement to smaller open sets $U' \subset U$, density follows in view of (2).

Lemma 7.6. Consider two points $x, y \in U$ and let $V = \Gamma(y)$ be the cone type of $y$. Assume that the translated double cone $V[x]$ contains a point $z$ of cone type $V$. Then $x$ and $y$ are connected.

Note that we do not assume that $V = \Gamma(x)$. One may also note that in the situation of the lemma, the point $x$ is well-connected in $U$.

Proof. Since $y$ and $z$ have the same type, they are connected by an edge path of length at most two. Now, $z \in V[x]$ implies $x \in V[z] = V^\Gamma[z]$. Hence, there is an edge from $z$ to $x$.

The induction proof

Proof of Theorem 7.2. According to Lemma 6.4, we may assume that the image of $\Gamma$ has at most $L$ different elements since $\Gamma$ is $\vartheta$-bounded. Therefore, we can use induction on the number $\# \Gamma(U)$ of cones realized in $U$. If there is only a single cone type throughout $U$, any two points $x, y \in U$ are connected in $G_U$ by an edge path of length at most two. This settles the base of the induction.

For $\# \Gamma(U) > 1$, we start with the following observation:

There is a constant $\lambda > 0$ depending only on the minimum apex angle $\vartheta$ such that for any double cone $V \in V$ and any two points $x, y \in \mathbb{R}^d$ of distance $|x - y| < \lambda$, the intersection $V[x] \cap V[y]$ contains a point in $B_1(x)$.

Now assume that $x$ is well-connected in $U$ and that the $r$-ball $B_r(x)$ lies entirely in $U$. We claim that $x$ is connected to any point $y \in B_{\lambda r}(x)$. Indeed, consider the cone type $V = \Gamma(y)$ of $y$. If $V[x]$ contains a point of cone type $V$, the points $x$ and $y$ are connected by Lemma 7.6.

Otherwise, within the open set $U' = U \cap V[x] \neq \emptyset$ the cone type $V$ is not realized. We
infer by induction that all points in $U'$ are mutually connected in $G_{U'}$ and hence in $G_U$. However, $V[y] = V^T[y]$ intersects $U' \supset B_r(x) \cap V[x]$ by the opening observation. Hence $y$ is connected to a point in $U'$ and therefore to any point in $U'$, which contains points arbitrarily close to $x$. Since $x$ is well-connected in $U$, the points $y$ and $x$ are connected in $G_U$.

It follows that a well-connected point $x \in U$ whose $r$-neighborhood lies in $U$ is actually connected to any point in its $\lambda r$-neighborhood. Now density of well-connected points in $U$ (cf. Lemma 7.5 (3)) implies that $U$ is covered by overlapping open well-connected subsets. 

### 7.2. The graph $G$ on the set of lattice points

Similar to the graph with vertex set $\mathbb{R}^d$ defined in the section above, we can define a graph with vertex set $\mathbb{Z}^d$. Every configuration $\Gamma : \mathbb{R}^d \to V$ induces naturally a mapping $\Gamma|_{\mathbb{Z}^d}$, which we again call configuration and denote by $\Gamma$. A configuration defines a directed graph $G = G(\Gamma)$, where the set of vertices is given by $\mathbb{Z}^d$ and there is an oriented edge from $x$ to $y$ if $y \in V^T[x]$. Our main task is to prove that $G$ is connected as an undirected graph provided that the configuration $\Gamma$ is $\vartheta$-bounded. Therefore, throughout the remainder of Chapter 7, we assume without further notice that $\Gamma$ is $\vartheta$-bounded. Since in this chapter we deal with questions of connectivity of components of graphs, we may assume without further notice that the image of $\Gamma$ contains only $L \in \mathbb{N}$ double cones, cf. Corollary 6.6.

A sequence of points $(x_k)_{k \in I}, I \subset \mathbb{N}$, written as

$$x_1 - x_2 - \cdots - x_k - \cdots,$$

is called a path of edges (or (edge) path) in the undirected graph $G$ if for each $k \in I$ there is an oriented edge from $x_k$ to $x_{k+1}$ or vice versa. It is essential to keep track of how far an edge path connecting two points might take us away from the end points in question. This will later lead to the constant $\kappa$ in Theorem 7.1.

### 7.3. The induction

Preparation for the induction

Given that we consider $\Gamma$ restricted to $\mathbb{Z}^d$ a technicality is that we always have to work with lattice points. The following lemmata are based on simple geometric properties. The assertions are all needed for the ensuing induction.
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Since any closed ball of radius $\sqrt{d}/2$ contains a lattice point, we have:

**Lemma 7.7.** Let $\tilde{V}$ be a cone of apex angle at least $\vartheta$.

1. Fix $r > 0$ and assume $R > r + \sqrt{d}/2$. Then, for $x \in \mathbb{R}^d$, the intersection $B_R(x) \cap \tilde{V}[x]$ contains a lattice point $y \in \mathbb{Z}^d$ with $B_r(y) \subset \tilde{V}[x]$.

2. Let $x, y \in \mathbb{R}^d$. Fix $r > |x - y|$ and $R > r + \sqrt{d}/2 + r$. Then the intersection

$$B_R(x) \cap \tilde{V}[x] \cap B_R(y) \cap \tilde{V}[y]$$

contains a lattice point.

**Proof.** Let $R > r + \sqrt{d}/2$. Within distance $r + \sqrt{d}/2$ of $x$, we find a point $z$ with $B_r(z) \subset \tilde{V}[x]$. Within the closed ball of radius $\sqrt{d}/2$ around $z$, we find the desired lattice point $y$. Therefore,

$$y \in B_{r + \sqrt{d}/2}(z) \subset B_R(x) \text{ and } B_r(y) \subset B_{r + \sqrt{d}/2}(z) \subset \tilde{V}[x].$$

The second assertion can be seen as another way of looking at the same phenomenon. Let now $R > \frac{r + d}{\sin(\vartheta)} + r$ and let $\varepsilon > 0$ such that $R > \varepsilon + r + \frac{r + \sqrt{d}}{\sin(\vartheta)}$. According to statement (1) of this lemma, there is a lattice point $z \in \mathbb{Z}^d$ with $z \in B_{r + \frac{r + \sqrt{d}}{\sin(\vartheta)} + \varepsilon}(x) \cap \tilde{V}[x]$ and $B_r(z) \subset \tilde{V}[x]$.

Now, $z \in \tilde{V}[y]$ since $\tilde{V}[y]$ is obtained from $\tilde{V}[x]$ via translation by a distance less than $r$. By triangle inequality, $z \in B_R(y)$.

A quantitative version of Lemma 7.3 follows immediately.

**Corollary 7.8.** Any two lattice points $x, y \in \mathbb{Z}^d$ with $\Gamma(x) = \Gamma(y) = V$ and of distance less than $r$ are connected via a path of two edges of length bounded from above by $R = \frac{r + \sqrt{d}}{\sin(\vartheta)} + r$.

The following definition matches the definition of well-connected points in $\mathbb{R}^d$.

**Definition 7.9.** For $r \leq R$, we call a lattice point $x \in \mathbb{Z}^d$ $r$-$R$-connected, if any lattice point $y \in B_r(x)$ is connected in $G$ to $x$ via an undirected edge path not leaving $B_R(x)$.

The following lemma is the discrete version of the density of well-connected points (Lemma 7.5 (3)).

**Lemma 7.10.** For any $r > 0$, any $R > \frac{r + \sqrt{d}}{\sin(\vartheta)}$, and any lattice point $x \in \mathbb{Z}^d$, there is an $r$-$R$-connected lattice point $y \in B_R(x)$. 
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Proof. Let $\varepsilon > 0$ so that $R = \varepsilon + \frac{\sqrt{3} + r}{\sin(\vartheta)}$. From Lemma 7.7 we know that $B_{R}(x) \cap V^{\Gamma}[x]$ contains a lattice point $y$ whose $r$-ball $B_{r}(y)$ lies within the double cone $V^{\Gamma}[x]$. Thus, any two points in $B_{r}(y)$ are connected via $x$, and $x$ has distance less than $R$ from $y$, which yields the claim. 

Our discrete variant of Lemma 7.6 reads as follows:

Lemma 7.11. Consider two lattice points $x, y \in \mathbb{Z}^{d}$ of distance less than $r$. Let $V = \Gamma(y)$ be the cone type of $y$ and let $R > 3r + \frac{2r + \sqrt{3}}{\sin(\vartheta)}$. Assume that $B_{r}(x) \cap V[x]$ contains a lattice point $z$ of cone type $V$. Then there is an edge path from $y$ to $x$ not leaving $B_{R}(x)$.

Proof. There is a directed edge from $z$ to $x$ with length less than $r$. Note that the distance of $y$ and $z$ is at most $2r$. Hence with $\tilde{R} > \frac{2r + \sqrt{3}}{\sin(\vartheta)} + 2r$, we conclude from Lemma 7.7 (2) that $B_{\tilde{R}}(z) \cap V[z] \cap B_{\tilde{R}}(y) \cap V[y] = B_{\tilde{R}}(z) \cap V^{\Gamma}[z] \cap B_{\tilde{R}}(y) \cap V^{\Gamma}[y]$ contains a lattice point. Through this point, $y$ and $z$ are connected. Now we see that the choice of $R$ guarantees that

$$\left( B_{\tilde{R}}(y) \cap V[y] \cap B_{\tilde{R}}(z) \cap V[z] \right) \subset \left( B_{R}(x) \cap V[z] \cap V[y] \right),$$

that is, the edge path from $y$ to $x$ does not leave $B_{R}(x)$.

Lemma 7.12. There is a constant $\delta > 0$, depending only on $\vartheta$ and the dimension $d$, such that for any double cone $V \in \Gamma(\mathbb{Z}^{d})$ the following condition holds:

If for a lattice point $x \in V$, there is a lattice point in $V$ closer to $0$, then there is such a lattice point in $V \cap B_{\delta}(x)$.

That is, we can go from $x$ within $V$ to a lattice point of minimum distance to the apex via a chain of jumps (not a path in the graph) each bounded in length from above by $\delta$.

Proof. Alternatively, we may show that we can reach any lattice point in $V$ via a chain of jumps starting at the apex where each jump is bounded in length from above by $\delta$. Let $V \in \Gamma(\mathbb{Z}^{d})$ be any double cone. It is enough to prove the result for the single cone $\tilde{V}$ that has the same symmetry axis as $V$ and the same apex angle. Let $\tilde{x} \in \mathbb{Z}^{d}$ be a point that is contained in $\tilde{V}$ and has minimal distance to the apex at $0$ overall lattice points in $\tilde{V}$. We know that every point $\lambda \tilde{x}$ for $\lambda > 0$ is in $\tilde{V}$. It is also clear that every $\lambda \tilde{x}$ for $\lambda \in \mathbb{N}$ gives us another lattice point in $\tilde{V}$. Now note that by the properties of the lattice $\mathbb{Z}^{d}$ itself every point $y \in V \cap \mathbb{Z}^{d}$ can be obtained by a chain of jumps of length less or equal to $\frac{\sqrt{3}}{2}$ starting from one point on the line $\{ \lambda \tilde{x} \mid \lambda \in \mathbb{N} \}$. Therefore, it is sufficient to choose $\delta > |\tilde{x}| + \frac{\sqrt{3}}{2}$. Since $\frac{\sqrt{3}}{2 \sin(\vartheta)} \geq |\tilde{x}|$, we can choose $\delta > \frac{\sqrt{3}}{2} \left( 1 + \frac{1}{\sin(\vartheta)} \right)$.
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The Induction-Theorem

It is our aim to prove that every two lattice points in a given ball of radius \( r \) are connected via an edge path that does not leave a larger ball of radius \( R \). Here the radius \( R \) shall depend only on \( r \), \( \vartheta \) and \( d \). In the following lemma we show this for a series of values for \( r \) respectively \( R \). The proof uses similar ideas as the proof of the corresponding result in the continuous setting, cf. Theorem 7.2.

In this subsection the constant \( \delta \) always refers to the constant established in Lemma 7.12. Theorem 7.13. There are constants \( r_1 \leq \rho_1 \leq R_1, r_2 \leq \rho_2 \leq R_2, \ldots \), depending only on \( \vartheta \) and \( d \), with \( \delta < r_1 \) and \( r_i < r_{i+1}, \rho_i < \rho_{i+1}, R_i < R_{i+1} \) for every \( i \in \mathbb{N} \) such that any lattice point \( x \in \mathbb{Z}^d \) is \( k \)-connected provided \( \# \Gamma(B_{\rho_k}(x) \cap \mathbb{Z}^d) \leq k \).

Idea of the proof. The proof uses an induction argument, where one inducts on the number of realized cone types that are realized in the given ball. The key point in the induction step is that we can choose \( r_k \) large enough so that we can ensure the existence of an edge path from \( \hat{x} \) to \( \hat{y} \). In this step the induction hypothesis helps. This way \( x \) is connected to any other lattice point in \( B_{\rho_k}(x) \) through the well-connected point \( \hat{x} \), see Figure 7.1. Keeping track of the length of the edge paths allows to choose \( R_k \).

Proof of Theorem 7.13. We use an induction argument on the number of realized cone types \( k \). The case \( k = 1 \) follows directly from Corollary 7.8: Choose \( \rho_1 = r_1 > \delta \) and \( R_1 > \frac{r_1 + \sqrt{d}}{\sin(\vartheta)} + r_1 \).

For the induction step, assume that constants up to \( \rho_{k-1}, r_{k-1} \), and \( R_{k-1} \) have already been found. Choose

\[
s > \frac{2\rho_{k-1} + \sqrt{d}}{\sin(\vartheta)} \quad \text{and} \quad S > \frac{s + \sqrt{d}}{\sin(\vartheta)}.
\]

Note that by Lemma 7.7 (1) for \( \hat{x} \in \mathbb{Z}^d \) any set \( B_{\rho_k}(\hat{x}) \cap V[\hat{x}] \) contains a lattice point \( z \) with \( B_{2\rho_{k-1}}(z) \subset V[\hat{x}] \). In particular, \( \overline{B_{\rho_{k-1}}(z)} \subset V[\hat{x}] \). In other words \( z \) lies in the double half-cone \( V_{\rho_{k-1}}[\hat{x}] \). If \( \hat{x} \) is \( S \)-connected, there is an edge path from \( \hat{x} \) to \( z \) not leaving \( B_{S}(\hat{x}) \). These observations will be important later.

We put \( r_k = S \). Let \( x \in \mathbb{Z}^d \). By Lemma 7.10, there is an \( S \)-connected lattice point \( \hat{x} \in B_{r_k}(x) \). Consider an arbitrary lattice point \( y \in B_{r_k}(x) \). It suffices to choose \( R_k \) and \( \rho_k \) large enough so that we can ensure the existence of an edge path from \( \hat{x} \) to \( y \) within \( B_{R_k}(x) \). Then, since \( x \) is also a lattice point in \( B_{r_k}(x) \), \( x \) is connected to \( y \) through the point \( \hat{x} \).

Let \( V = \Gamma(y) \) be the cone type of \( y \). The distance of \( y \) and \( \hat{x} \) is less than \( 2S \). We are interested in the double half-cone \( V_{\rho_{k-1}}[\hat{x}] \). Either apex of the double half-cone is withi
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distance $\frac{\rho_k - 1}{\sin(\theta)} < s < S$ of $\hat{x}$ and thus within distance less than $3S$ of $y$. Let now $\hat{z} \in \mathbb{R}^d$ be any apex of $\hat{x} + V_{\rho_k - 1}$. By Lemma 7.7 (2), for any $\hat{s} > \frac{3S + \sqrt{d}}{\sin(\theta)} + 4S$ the intersection

$$(B_{\hat{s}} - S(\hat{z}) \cap V_{\rho_k - 1}[\hat{x}] \cap V[y]) \subset (B_{\hat{s}}(\hat{x}) \cap V_{\rho_k - 1}[\hat{x}] \cap V[y])$$

contains a lattice point.

Choosing $\rho_k > S + \hat{s} + \rho_k - 1$, we can use the induction hypothesis as follows. If no lattice point in the region $B_{\hat{s}} + V_{\rho_k - 1}(\hat{x}) \cap V[\hat{x}] \subset B_{\rho_k}(x)$ is of cone type $V$, then we see that there are at most $k - 1$ different cone types realized within $B_{\hat{s}} + V_{\rho_k - 1}(\hat{x}) \cap V[\hat{x}]$. Hence, each lattice point in $B_{\hat{s}}(\hat{x}) \cap V_{\rho_k - 1}[\hat{x}]$ is $r_{k - 1}$-connected. Since $r_{k - 1} > \delta$, we get by Lemma 7.12 that all these well-connected balls overlap and are therefore connected to the lattice point $z$ that lies in the double half-cone. Recall that $z$ is within distance $s$ of $\hat{x}$ and that $\hat{x}$ is $s$-connected. Hence, all the lattice points in $B_{\hat{s}}(\hat{x}) \cap V_{\rho_k - 1}[\hat{x}]$ are connected to $\hat{x}$.

On the other hand, one of these lattice points lies within the double cone $V[y] = V^G[y]$ and is hence directly connected to $y$. Thus, $y$ is connected to $\hat{x}$. Each edge path used will take us at most $S$ or $R_k - 1$ outside of $B_{\hat{s}}(\hat{x})$. Thus, we might choose $R_k > 2S + R_{k - 1} + \hat{s}$. We might need to increase this number to ensure $\rho_k \leq R_k$, but the increase incurred in treating the remaining case is much worse.

It remains to deal with the possibility that there is a lattice point of cone type $V$ in the region $B_{\hat{s}} + V_{\rho_k - 1}(\hat{x}) \cap V[\hat{x}]$. Since $\hat{x}$ and $y$ are of distance at most $2S < \hat{s}$, Lemma 7.11 applies and we choose $R_k > 3(\hat{s} + \rho_{k - 1}) + \frac{2(\hat{s} + \rho_{k - 1}) + \sqrt{d}}{\sin(\theta)}$.

\[\text{Figure 7.1.: The path } y - \hat{z} - \ldots - z_1 - \ldots - z_n - \ldots - z - \hat{x}.\]
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**Corollary 7.14.** For every \( r > 0 \) there is \( R \geq r \), depending only on \( r, \vartheta \) and \( d \), such that for any configuration \( \Gamma : \mathbb{Z}^d \to \mathcal{V} \) with apex angles bounded from below by \( \vartheta \) any lattice point \( x \in \mathbb{Z}^d \) is \( r-R \)-connected.

**Proof.** By Corollary 6.6 we may and do assume without loss of generality that \( \# \Gamma(\mathbb{Z}^d) = L \), where \( L \in \mathbb{N} \) is a constant that depends only on \( \vartheta \) and \( d \). Now the claim follows from Theorem 7.13 and the following observation: If \( x \) is \( r-R \)-connected, it is \( r'-R \)-connected for any \( r' \leq r \). \( \blacksquare \)

7.4. Renormalization: Blocks and Towns

Since the proof of Theorem 7.1 involves a renormalization argument, it is important to restate Corollary 7.14 for structures at large scale (see Proposition 7.19). To this end, we introduce what we call *blocks* and *towns*. Recall our notation

\[
A_\ell(x) = \left\{ y \in \mathbb{R}^d \mid |y - x|_\infty < \frac{\ell}{2} \right\}
\]

for cubes.

**Lemma 7.15.** For any apex angle \( \vartheta \), there is a constant \( \delta = \delta(\vartheta) > 0 \) such that the following holds for each \( \ell > 0 \) and any two points \( x, y \in \mathbb{R}^d \) of distance at least \( \delta \ell \):

If \( \tilde{V} \) is a cone of apex angle \( \vartheta \) and \( y \in \tilde{V}[x] \), then

\[
A_\ell(y) \subset \bigcap_{z \in A_\ell(x)} V[z]
\]

for the cone \( V \) with apex angle \( \vartheta \) and the same symmetry axis as \( \tilde{V} \).

**Proof.** Let \( \tilde{V} \) be a cone of apex angle \( \vartheta \) and symmetry axis \( v \) and let \( V \) be a cone with apex angle \( \vartheta \) and symmetry axis \( v \). Let \( x \in \mathbb{R}^d \) and \( \ell > 0 \). According to Lemma 6.13 we know

\[
\bigcap_{z \in A_\ell(x)} V[z] \supset V_{\frac{\ell}{2}\sqrt{d}}[x].
\]

It is also known that

\[
B_{\frac{\ell}{2}\sqrt{d}}(y) \supset A_\ell(y)
\]

for any \( y \in \mathbb{R}^d \).
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Therefore, we choose a point \( \tilde{y} \in \partial(\tilde{V}[x]) \) on the boundary of \( \tilde{V}[x] \) with the property

\[
B_{\frac{\ell}{2}\sqrt{d}}(\tilde{y}) \subset \tilde{V}_{\frac{\ell}{2}\sqrt{d}}[x],
\]

that is, \( B_{\ell\sqrt{d}}(\tilde{y}) \subset V[x] \). The claim follows now with \( \delta = \frac{|x-\tilde{y}|}{\ell} \geq \frac{\sqrt{d}}{\sin(\vartheta/2)} \).

In the remainder we will always refer to the smallest possible \( \delta \) that satisfies the claim of Lemma 7.15, that is, \( \delta = \frac{\sqrt{d}}{\sin(\vartheta/2)} \).

**Definition 7.16 (block, town at scale, sparsely populated).** A block

\[
Q_\ell(x) = \mathbb{Z}^d \cap A_\ell(x)
\]

is a collection of lattice points inside a cube.

Let \( h, \ell > 0 \). The town at scale \((h, \ell)\) is the collection

\[
T(h, \ell) = \left\{ Q_\ell(x) \mid x \in h\mathbb{Z}^d \right\}.
\]

If the constant \( \delta \) from Lemma 7.15 is less than \( \frac{h}{\ell} \), then the town is called sparsely populated (or \( \vartheta \)-sparsely populated when we want to recall that \( \delta \) depends on \( \vartheta \)).

In order to employ geometric language, we implicitly may identify the block \( Q_\ell(x) \) with its center \( x \). This way, we think of the distance between two blocks as the distance of their centers. If \( h \) is large compared to \( \ell \), the distance between the centers is a good approximation to any distance between points from the two blocks.

**Definition 7.17 (favored by majority).** Let \( \Gamma : \mathbb{Z}^d \to \mathcal{V} \) be a \( \vartheta \)-bounded configuration. A double cone \( V \in \mathcal{V} \) shall be called favored by majority in \( Q \) for a block \( Q \subset \mathbb{Z}^d \) if the preimage

\[
\Gamma_Q^{-1}(V) = \left\{ x \in Q \mid \Gamma(x) = V \right\}
\]

has maximal size, that is,

\[
\#\Gamma_Q^{-1}(V) \geq \#\Gamma_Q^{-1}(V') \quad \text{for every } V' \in \mathcal{V}.
\]

**Remark.** Given a block \( Q \), the choice of a cone \( V \in \mathcal{V} \) that is favored by majority in \( Q \), in general, is not unique.

In the following we want to establish a result similar to the one of Corollary 7.14 but for blocks instead of lattice points. In order to do that we first have to define a graph with vertices given by the blocks. This enables us to study paths in this new graph.
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**Definition 7.18** (favored graph). Given a town \( T = T(h, \ell) \), a directed graph is defined as follows. The vertices are given by the blocks in \( T \). There is an edge from a block \( Q \) to a block \( P \) if there is a cone \( V \in \mathcal{V} \) favored by majority in \( Q \) with
\[
y \in V[x] \quad \text{for all } x \in Q, \ y \in P.
\]
The corresponding undirected graph is called the favored graph.

We derive a connectivity result for the favored graph of a sparsely populated town from Corollary 7.14.

**Proposition 7.19.** For any radius \( r > 0 \) there exists \( R \geq r \) depending only on \( \vartheta \) and \( d \), such that in a \( \vartheta \)-sparsely populated town \( T \) of scale \( (h, \ell) \) any two blocks \( Q \) and \( P \) within distance \( hr \) of some point \( z \in h\mathbb{Z}^d \) are connected by an undirected edge path in the favored graph. This path does not pass through blocks farther away from \( z \) than \( hR \).

**Proof.** Let \( r > 0 \) and \( T = T(h, \ell) \) be a sparsely populated town. Let \( Q, P \in T = T(h, \ell) \) be two blocks within distance \( hr \) of some point \( z \in h\mathbb{Z}^d \). Denote by \( W(Q) \in \mathcal{V} \) one of the cones that are favored by majority in \( Q \). Let us show the existence of a path in the favored graph that connects \( Q \) and \( P \) and does not leave the ball \( B_{hR}(z) \). In order to invoke Corollary 7.14, note that
\[
\mathbb{Z}^d \rightarrow T(h, \ell)
\]
\[
x \mapsto Q_{\ell}(hx)
\]
provides an identification of the town \( T \) with the integer lattice \( \mathbb{Z}^d \). Denoting by \( W_1(Q) \) the double cone with apex angle \( \frac{\vartheta}{2} \) and the same axis as \( W(Q) \), let us consider the following configuration:
\[
\mathbb{Z}^d \rightarrow \mathcal{V}
\]
\[
x \mapsto W_1(Q_{\ell}(hx)).
\]
If there is an edge from \( x \) to \( y \) in this configuration, then by Lemma 7.15, there is an edge from the block \( Q_{\ell}(hx) \) to the block \( Q_{\ell}(hy) \) in the favored graph. Indeed, \(|x - y| \geq 1\) and thus \( |hx - hy| \geq h > \delta \ell \). Then Lemma 7.15 shows that \( \tilde{y} \in W(Q_{\ell}(hx)) + \tilde{x} \) for all \( \tilde{x} \in A_{\ell}(hx), \tilde{y} \in A_{\ell}(hy) \) or vice versa with exchanged roles of \( x \) and \( y \).

Choose \( x, y \in \mathbb{Z}^d \) so that \( P = Q_{\ell}(hx) \) and \( Q = Q_{\ell}(hy) \). Now the claim follows from Corollary 7.14.

---

7.5. Connecting points at scale: The discrete heart

From Corollary 7.14 it is clear that, for any \( \vartheta \)-bounded configuration \( \Gamma : \mathbb{Z}^d \rightarrow \mathcal{V} \) the associated directed graph \( G = G(\Gamma) \) is connected when considered as an undirected graph.
Thus, there is a set of paths, which is large enough to connect every given pair \(x,y\). As described in the introduction of Chapter 7, we want to identify a collection of paths that has additional properties. The aim of this section is to prove quantitative estimates on the length of paths and the number of edges. The following contains our main result in this direction. This theorem is the basis for the proof of Theorem 7.1 and it is the reason for all the effort we invested in the previous sections. That is why we refer to it as the discrete heart.

**Theorem 7.20.** Let \(\Gamma : \mathbb{Z}^d \to \mathcal{V}\) be a configuration with apex angles bounded from below by \(\vartheta > 0\). Let \(R_0 > 0\). There exist positive numbers \(N\) and \(M\) and a constant \(\lambda \geq 1\), all independent of \(\Gamma\), and a collection \((p_{xy})_{x,y \in \mathbb{Z}^d}\) of unoriented edge paths in \(G\) such that the following is true:

1. The path \(p_{xy}\) starts at \(x\) and ends at \(y\).
2. Any path \(p_{xy}\) has at most \(N\) edges.
3. Any edge of \(G\) is used in at most \(M\) paths \(p_{xy}\).
4. Any edge in \(p_{xy}\) has length strictly bounded from below by \(R_0\). Moreover, each edge is bounded from below by \(\lambda^{-1}|x-y|\) and from above by \(\lambda|x-y|\).

Before we state the proof, we first explain the setup and describe the basic idea of the proof.

**Setup of the proof.** Let us provide the setup of the proof of Theorem 7.20. We pick an odd integer \(\Delta\) larger than the constant \(\max\{\delta, R_0, 1\}\) with the property that

\[
\frac{\Delta}{L} \in \mathbb{N},
\]

where \(\delta\) is as in Lemma 7.15 and \(L\) is as in Lemma 6.4 and we may and do assume without loss of generality that \(L\) is odd (otherwise (7.3) cannot be realized). Hence, the towns \(T_n = T(\Delta^n, \Delta^{n-1})\) are all \(\vartheta\)-sparsely populated so that Proposition 7.19 applies. The distance \(|x-y|\) for \(x,y \in \mathbb{Z}^d\) lies in exactly one of the intervals

\[
[\Delta^0, \Delta^1), \ [\Delta^1, \Delta^2), \ [\Delta^2, \Delta^3), \ldots
\]

Assume \(|x-y| \in [\Delta^{n-1}, \Delta^n)\). In this case, we will consider \(T_n\) to be the appropriate town for connecting \(x\) and \(y\). We call \(n\) the logarithmic scale of the town \(T_n\).

Assume that \(#\Gamma(\mathbb{Z}^d) \leq L\). Since \(\Delta\) is an odd integer, each block \(Q = Q_{\Delta^{n-1}}(x)\) contains at least \(\frac{\Delta^d(n-1)}{L}\) lattice points \(z \in Q\), where the associated cone \(\Gamma(z)\) is favored by majority in \(Q\).
Idea of the proof. We fix a logarithmic scale $\ell$ and identify one big path in the favored graph that connects all the blocks of $T_\ell$ that lie in some ball not leaving a larger ball. This big block path gives rise to a collection of paths in the graph $G$. We then show that any two lattice points in a certain range with distance depending on the scale $\ell$ can be connected to a certain path in $G$ arising from the big path. In that way we obtain the existence of $M$ and $N$ and prove the assertion on the length of the edges.

Remark. Let us recall that we implicitly always identify the distance of two blocks in $T_\ell$ with the distance of their center points. Since $T_\ell$ is sparsely populated the distance of any two points in two blocks of $T_\ell$ is comparable to the distance of their centers, where the comparability constant only depends on the dimension.

An important step in the construction of $\pi_{xy}$ is to connect $x$ and $y$ to blocks of $T_\ell$. The following lemma deals with this problem. It can be seen as the initial step of the proof of Theorem 7.20.

Lemma 7.21. There is a constant $R_1 \geq 1$ such that for any point $x \in \mathbb{R}^d$ and any $n \in \mathbb{N}$ there is a block $Q \in T_n$ entirely contained in $B_{\Delta^n R_1}(x) \cap V^\ell[x]$. In particular, the radius $R_1$ can be chosen in such a way that the distance of $x$ and $Q$ is bounded from below by $\Delta^n$ times a universal constant, only depending on the dimension.

Proof. There is a radius $r$ such that for any cone $\tilde{V}$ of apex at least $\frac{\ell}{2}$ and each point $z \in \mathbb{R}^d$, the intersection $B_r(z) \cap \tilde{V}[z]$ contains a lattice point $y$ with $|z - y| \geq 1$. Now the claim follows by rescaling from Lemma 7.15 applied to $\Delta^n z$ and $\Delta^n y$. As we want to encircle the whole block and not just its center, we choose $R_1 > r + \frac{\sqrt{d}}{2}$.

Now we are in the position to prove the main result of this section.

Proof of Theorem 7.20. Let $R_1$ be the radius from Lemma 7.21, put $r = 1 + R_1$, and let $R$ be the radius resulting with this value from Proposition 7.19. The proof consists of several steps. The radius $r$ is chosen in such a way that one has

$$B_{\Delta^n}(x) \subset B_{\Delta^n R_1}(x) \subset B_{\Delta^n r}(z),$$

whenever $x \in B_{\Delta^n}(z) \cap \mathbb{Z}^d$ for some $z \in \mathbb{R}^d$. This property is used in Step 2.

Step 1: Construction of paths in the favored graph for a fixed scale. We fix some logarithmic scale $\ell$. For every $z \in \Delta^n \mathbb{Z}^d$, we construct a path $P^n_\ell$ in the favored graph that traverses every block of $T_\ell$ that is a subset of $B_{\Delta^n}(z)$. By taking the union $\bigcup_{z \in \Delta^n \mathbb{Z}^d} P^n_\ell$ we construct paths in the favored graph for a fixed scale.

Let $z \in \Delta^n \mathbb{Z}^d$. Proposition 7.19 allows us to connect every block $Q \in T_\ell, Q \subset B_{\Delta^n r}(z)$ with every other block $P \in T_\ell, P \subset B_{\Delta^n r}(z)$ so that the corresponding path traverses not more than $\#(B_R \cap \mathbb{Z}^d) \approx R^d$ blocks of $T_\ell$, which can be chosen to lie in $B_{\Delta^n r}$. If we
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apply Proposition 7.19 successively to all blocks of \( T_n \), which are subsets of \( B_{\Delta^n r} \), then we obtain a path

\[
P^*_n = Q^1 - Q^2 - \ldots - Q^t \tag{7.5}
\]

in the favored graph of blocks of \( T_n \) with

\[
r^d \asymp \#(B_{\Delta^n r} \cap \Delta^n \mathbb{Z}^d) \leq t \leq \#(B_{\Delta^n r} \cap \Delta^n \mathbb{Z}^d)(B_{\Delta^n R} \cap \Delta^n \mathbb{Z}^d) \asymp r^d R^d
\]

such that the following assertions hold:

1. For each \( i \in \{1, \ldots, t\} \) we have \( Q^i \subset B_{\Delta^n R}(z) \).
2. The blocks \( Q^1 \) and \( Q^t \) are subsets of \( B_{\Delta^n r}(z) \).
3. If \( Q \) is any block of \( T_n \) with \( Q \subset B_{\Delta^n r}(z) \), then \( Q = Q^i \) for some \( i \in \{1, \ldots, t\} \).

For an illustration of the path (7.5) see Figure 7.2.
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Finally, set
\[ P^n = \bigcup_{z \in \Delta^n \mathbb{Z}^d} P^n_z. \]

**Step 2: Construction of paths in the graph G for a fixed scale.** For a logarithmic scale \( n \) and \( x, y \in \mathbb{Z}^d \) with \( |x - y| \in [\Delta^{n-1}, \Delta^n) \) we construct a path in the graph \( G \) connecting \( x \) and \( y \).

Fix a logarithmic scale \( n \). Let \( z \in \Delta^n \mathbb{Z}^d \). Choose for every block in (7.5) a favored cone and call the corresponding set of points in the block where this cone is associated a **majority set**. Each majority set contains at least
\[ a = \frac{\Delta^{d(n-1)}}{L} \in \mathbb{N} \]
points. Without loss of generality, we may and do assume that every majority set contains exactly \( a \) different elements. Then we identify a block in (7.5) with its majority set, that is, if \( Q^k \) is the \( k \)-th block in (7.5), then
\[ Q^k = (q^k_i)_{1 \leq i \leq a}. \]

Starting from (7.5) we now fix certain paths in the graph \( G \), which then give rise to the collection \( \langle p_{xy} \rangle \). Let \( i \in \{1, ..., a\} \). Without loss of generality we may and do assume that \( t \) is an even number (for odd \( t \) just erase the last edge in the following scheme). We construct a set \( M \) of paths in the graph \( G \). Let us first fix \( i \in \{1, ..., a\} \). Consider the following paths in \( G \):

\[
\begin{align*}
q_1^i &- q_2^i - q_3^i - q_4^i - \cdots - q_t^i \\
q_1^i &- q_{i+1}^2 - q_3^i - q_{i+1}^4 - \cdots - q_{i+1}^t \\
q_1^i &- q_{i+2}^2 - q_3^i - q_{i+2}^4 - \cdots - q_{i+2}^t \\
q_1^i &- q_{i+3}^2 - q_3^i - q_{i+3}^4 - \cdots - q_{i+3}^t \\
\vdots & \quad \vdots \\
q_1^i &- q_{i+a-1}^2 - q_3^i - q_{i+a-1}^4 - \cdots - q_{i+a-1}^t,
\end{align*}
\]

where the lower index is to be read modulo \( a \), that is, \( k + a = k \) for every \( k \). The scheme (7.6) gives us \( a \) different paths in \( G \). Let us collect them in the set \( M_i \). Then we set
\[ M = \bigcup_{i=1}^{a} M_i. \]

The set \( M \) consists of \( a^2 \) paths.

Now we associate to every pair of lattice points \( (x, y) \in A \) with
\[
A = \left\{ (x, y) \in (B_{\Delta^n}(z) \cap \mathbb{Z}^d) \times (B_{\Delta^n}(z) \cap \mathbb{Z}^d) \; | \; |x - y| \in [\Delta^{n-1}, \Delta^n) \right\}
\]

one path of \( M \). Since the number \( \#A \) can be bounded from above by \( Ka^2 \), where \( K \geq 1 \) is a universal constant independent of the logarithmic scale \( n \) (but depending on \( \Delta, L \)), this can be realized by a function 

\[
\phi_z : A \to M
\]

with 

\[
\#\phi_z^{-1}(p) \leq K \quad \text{for every } p \in M \tag{7.7}
\]

where, \( K \) is as above and does not dependent on \( p \). In order to use the path \( \phi_z(x, y) \) to connect \( x \) and \( y \), it remains to make sure that \( x \) and \( y \) are both connected in \( G \) to one element in \( \phi_z(x, y) \) respectively. This follows from (7.4) combined with Lemma 7.21, which guarantees that every \( x \in B_{\Delta^n}(z) \) is connected to every point in some block \( Q^k \) of \( P^n_z \). Note in particular that, by the supplement in Lemma 7.21, the distance of \( Q^k \) and \( x \) is bounded from below by \( \Delta^n \) times some universal constant. In this way the path \( \phi_z(x, y) \) induces a path in \( G \) that starts in \( x \) and ends in \( y \) (cf. Figure 7.3).

![Figure 7.3: Construction of a path using \( \phi_z(x, y) \)](image)

Using this construction scheme, we have constructed a path for each pair of lattice points \( (x, y) \in B_{\Delta^n}(z) \times B_{\Delta^n}(z) \) with \( |x - y| \in [\Delta^{n-1}, \Delta^n) \). Let \( M^n_z \) be the set of all these paths. We can carry out this principle of construction of the paths for every \( z \in \Delta^n \mathbb{Z}^d \).

**Step 3: Construction of \( p_{xy} \).** Note that the whole construction process of Step 2 has been performed for an arbitrary \( n \in \mathbb{N} \). We define \( p_{xy} \) for \( x, y \in \mathbb{Z}^d \) as follows. Choose
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$n \in \mathbb{N}$ such that $|x - y| \in [\Delta^{n-1}, \Delta^n]$. Next, choose any $z \in \Delta^n \mathbb{Z}^d$ such that $\phi_z(x, y)$ represents a path connecting $x$ and $y$. In this way,

$$p_{xy} \in \bigcup_{z \in \Delta^n \mathbb{Z}^d} M^n_z.$$

**Step 4: Bounds of the length of each edge path.** The second claim of Theorem 7.20 follows immediately from $t \leq \#(B_r \cap \mathbb{Z}^d) \cdot \#(B_R \cap \mathbb{Z}^d)$.

**Step 5: Bounds of the length of each edge.** By construction, all edges used in $p_{xy}$ for some $x, y \in \mathbb{Z}^d$ with $|x - y| \in [\Delta^{n-1}, \Delta^n]$ have lengths bounded from below by $\Delta^n - 1$ and from above by $2\Delta^n R$. Ergo, the fourth claim follows with $\lambda = 2R\Delta$.

**Step 6: Bounds of the multiplicity of edges.** According to Step 5, it is enough to prove the third claim of Theorem 7.20 for one fixed logarithmic scale. Therefore, we fix $n$. Assume $e$ is an edge of length in $[\Delta^{n-1}, 2\Delta^n R)$. Then there exists a point $z \in \Delta^n \mathbb{Z}^d$ so that $e \subset B_{\Delta^n R}(z)$. Since the number of lattice points in $B_{2R}$ bounds from above the number of block centers $z \in \Delta^n \mathbb{Z}^d$ for which $B_{\Delta^n R}(z)$ contains $e$, it is enough to bound the number of times $e$ is used by paths belonging to a fixed $z$. But now by construction (cf. Step 1) for every edge in $B_{\Delta^n R}(z)$ the usage of paths that start in some point $x$ and end in some other point $y$ with $x, y \in B_{\Delta^n}(z)$ so that $|x - y| \in [\Delta^{n-1}, \Delta^n)$, is bounded by $K$ and this number is independent of the scale. $\blacksquare$

7.6. Proof of Theorem 7.1

Finally, we are in the position to prove Theorem 7.1. The proof is just an easy consequence of Theorem 7.20.

**Proof.** Let $R > 0$ and $x_0 \in \mathbb{R}^d$. For $x, y \in B_R(x_0) \cap \mathbb{Z}^d$ denote by

$$x = z_1 - z_2 - ... - z_{N-1} - z_N = y$$

the path $p_{xy}$ that satisfies properties (1)-(4) of Theorem 7.20. For the sake of readability we suppress the dependence on $(x, y)$ in the notation of the path. The reader should keep in mind that $z_i = z_i^{(x,y)}$ for each $i$. For simplicity we assume that every path in $(p_{xy})$ is of length $N$. Then with use of the properties (1)-(4) of Theorem 7.20 and of (7.1) we find:

$$\sum_{x,y \in B_R(x_0) \cap \mathbb{Z}^d, |x-y| > R_0} (f(x) - f(y))^2 |x - y|^{-d-\alpha}$$
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\[ \leq 2\lambda^{d+\alpha} \sum_{x,y \in B_R(x_0) \cap \mathbb{Z}^d} \sum_{i=1}^{N-1} (f(z_{i+1}) - f(z_i))^2 |z_{i+1} - z_i|^{-d-\alpha} \]

\[ \leq 2\lambda^{d+\alpha} \sum_{x,y \in B_R(x_0) \cap \mathbb{Z}^d} (N - 1) \max_{i \in \{1, \ldots, N-1\}} \left( (f(z_{i+1}) - f(z_i))^2 |z_{i+1} - z_i|^{-d-\alpha} \right) \]

\[ \leq 2\lambda^{-1} \lambda^{d+\alpha} \sum_{x,y \in B_R(x_0) \cap \mathbb{Z}^d} (N - 1) \max_{i \in \{1, \ldots, N-1\}} \left[ (f(z_{i+1}) - f(z_i))^2 \omega(z_{i+1}, z_i) \right] \]

\[ \leq 2\lambda^{-1} \lambda^{d+\alpha} (N - 1)M \sum_{x,y \in B_{(N-1)\lambda R}(x_0) \cap \mathbb{Z}^d} (f(x) - f(y))^2 \omega(x, y). \]

Therefore, we choose \( c = (2\lambda^{-1} \lambda^{d+\alpha} (N - 1)M)^{-1} \) and \( \kappa = (N - 1)\lambda. \)

\[ \blacksquare \]
8. The coercivity result

The purpose of this chapter is to prove the following coercivity estimate.

**Theorem 8.1.** Let \( \Gamma \) be a \( \vartheta \)-admissible configuration and \( \alpha \in (0,2) \). Let \( k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow [0, \infty) \) be a measurable function satisfying \( k(x,y) = k(y,x) \) and

\[
k(x,y) \geq \Lambda \left( \mathbb{1}_{\vartheta(r_x]}(y) + \mathbb{1}_{\vartheta(r_y]}(x) \right) |x-y|^{-d-\alpha}
\]

(8.1)

for almost all \( x,y \in \mathbb{R}^d, x \neq y \), where \( \Lambda > 0 \) is some constant. Then there is a constant \( c > 0 \) such that for every ball \( B \subset \mathbb{R}^d \) and for every \( f \in L^2(B) \), the inequality

\[
\int_B \int_B (f(x) - f(y))^2 k(x,y) \, dx \, dy \geq c \int_B \int_B (f(x) - f(y))^2 |x-y|^{-d-\alpha} \, dx \, dy
\]

(8.2)

holds.

The constant \( c \) depends on \( \Lambda \), the dimension \( d \) and \( \vartheta \). It is independent of \( k \) and \( \Gamma \). For \( 0 < \alpha_0 \leq \alpha < 2 \), the constant \( c \) may be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

We remark that \( f \in L^2(B) \) does not imply that any of the two terms in (8.2) is finite. The result in particular says that the term on the left-hand side is infinite if the term on the right-hand side is infinite.

**Idea of the proof and structure of this chapter**

In Section 8.1 we first derive a version of the discrete result on every lattice \( h\mathbb{Z}^d \) for \( h > 0 \). The idea is then to consider a discrete version of the kernel \( k \) that can be plugged into our discrete result. The claim follows by considering the limit \( h \rightarrow 0 \) on each side of the inequality.

The discrete version of the kernel is introduced in Section 8.2. In this section we also show that this discrete version satisfies the conditions of the discrete result Theorem 7.1.

The limiting argument and the proof of Theorem 8.1 are presented in Section 8.3. One issue is that the balls in either side of (7.2) in Theorem 7.1 are of different size. This carries over to the limit. With the help of a Whitney-type covering argument one can obtain the same ball on either side of the resulting inequality. In order not to disturb the flow of reading, we explain this covering result in the Appendix, see Lemma A.2.
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8.1. A result in $h\mathbb{Z}^d$

By scaling we can deduce the following $h\mathbb{Z}^d$-Version from Theorem 7.1.

**Corollary 8.2.** Let $\Gamma$ be a $\vartheta$-bounded configuration and let $h > 0$. Let $\omega : h\mathbb{Z}^d \times h\mathbb{Z}^d \to [0, \infty]$ be a function satisfying $\omega(x, y) = \omega(y, x)$ and

$$\omega(x, y) \geq \Lambda \left( \text{1}_{V_{\vartheta}|y|} (y) + \text{1}_{V_{\vartheta}|y|} (x) \right) |x - y|^{-d-\alpha}$$  \hspace{1cm} (8.3)

for $x, y \in h\mathbb{Z}^d$ with $|x - y| > R_0 h$, where $R_0, \Lambda > 0$ are some constants. There exist constants $\kappa \geq 1$ and $c > 0$, such that for every $R > 0$, every $x_0 \in \mathbb{R}^d$, and every function $f : (B_{cR} \cap h\mathbb{Z}^d) \to \mathbb{R}$, the inequality

$$\sum_{x,y \in B_{cR} \cap h\mathbb{Z}^d \atop |x - y| > R_0 h} (f(x) - f(y))^2 \omega(x, y) \geq c \sum_{x,y \in B_{cR} \cap h\mathbb{Z}^d \atop |x - y| > R_0 h} (f(x) - f(y))^2 |x - y|^{-d-\alpha}$$

holds. The constant $c$ depends on $\Lambda, \vartheta, R_0$ and on the dimension $d$. It does not depend on $\omega, \Gamma$ and $h$.

**Proof.** Let

$$M = \left\{ \omega : h\mathbb{Z}^d \times h\mathbb{Z}^d \to [0, \infty] \mid \omega(x, y) = \omega(y, x) \text{ and } (8.3) \text{ for some configuration } \Gamma \text{ with } \vartheta > 0 \right\},$$

$$N = \left\{ \omega : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty] \mid \omega(x, y) = \omega(y, x) \text{ and } (7.1) \text{ for some configuration } \Gamma \text{ with } \vartheta > 0 \right\}.$$

Every element $\omega \in M$ is of the form

$$h^{-d-\alpha} \tilde{\omega}(h^{-1} x, h^{-1} y) \text{ for some } \tilde{\omega} \in N.$$

If $R > 0, x_0 \in \mathbb{R}^d$ and $f : (B_{cR} \cap h\mathbb{Z}^d) \to \mathbb{R}$ is a function, we define a function on $\mathbb{Z}^d$ by

$$g : B_{cR} \cap \mathbb{Z}^d \to \mathbb{R}, \quad g(x) = f(hx).$$

Then with use of Theorem 7.1:

$$c \sum_{x,y \in B_{cR} \cap h\mathbb{Z}^d \atop |x - y| > R_0 h} (f(x) - f(y))^2 |x - y|^{-d-\alpha}$$

$$= c \sum_{x,y \in B_{cR} \cap \mathbb{Z}^d \atop |x - y| > R_0} (g(x) - g(y))^2 h^{-d-\alpha} |x - y|^{-d-\alpha}$$

$$\leq \sum_{x,y \in B_{cR} \cap \mathbb{Z}^d \atop |x - y| > R_0} (g(x) - g(y))^2 h^{-d-\alpha} \tilde{\omega}(x, y)$$
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\[ = \sum_{x,y \in B_{R/2}(x_0) \cap hZ^d} \left( f(x) - f(y) \right)^2 h^{-d-\alpha} \tilde{\omega}(h^{-1}x, h^{-1}y) \]
\[ = \sum_{x,y \in B_{R/2}(x_0) \cap hZ^d} \left( f(x) - f(y) \right)^2 \omega(x, y). \]

This proves the claim.

8.2. The discrete version of the kernel

In the remainder we always assume that \( \Gamma \) is a fixed \( \vartheta \)-admissible configuration and \( \{V^m\}_{1 \leq m \leq L} \) is an associated family of reference cones. We always denote the symmetry axis of a reference cone \( V^m \) by \( v^m \) for \( m \in \{1, \ldots, L\} \).

For \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) a nonnegative measurable function and \( h > 0 \), we define
\[ \omega^k_h : h\mathbb{Z}^d \times h\mathbb{Z}^d \to [0, \infty] \text{ by } \omega^k_h(x, y) = h^{-2d} \int_{A_h(x)} \int_{A_h(y)} k(s, t) \, ds \, dt. \]

Note that \( \omega^k_h(x, y) \) may be infinite for \( x \) and \( y \) from neighboring cubes.

We want to apply Corollary 8.2 to \( \omega = \omega^k_h \). Therefore, we need to make sure that the function \( \omega^k_h \) satisfies (8.3). The idea is to show this claim first for the case \( h = 1 \) and then deduce the assertion for any \( h > 0 \) from a scaling argument.

The next three technical lemmas are custom-made for the proof of (8.3) in the case \( h = 1 \).

**Lemma 8.3.** For all \( x, y \in \mathbb{Z}^d \), all 1-favored indices \( m \) at \( x \) and \( n \) at \( y \), all \( t \in A^m_1(y) \), and all \( s \in A^n_1(x) \), the inequality
\[ \mathbb{1}^{V^m_{\sqrt{d}/2}}(x)(t) + \mathbb{1}^{V^n_{\sqrt{d}/2}}(y)(s) \geq \mathbb{1}^{V^m_{\sqrt{d}/2}}(y) + \mathbb{1}^{V^n_{\sqrt{d}/2}}(x) \]
holds.

**Proof.** Let \( x, y \in \mathbb{Z}^d \) and let \( m \) be a 1-favored index at \( x \). Assume \( y \in V^m_{\sqrt{d}/2}[x] \). Then, \( B_{\sqrt{d}/2}(y) \subset V^m_{\sqrt{d}/2}[x] \). Therefore
\[ A_1^n(y) \subset A_1(y) \subset B_{\sqrt{d}/2}(y) \subset V^m_{\sqrt{d}/2}[x] \]
and the claim follows.
8. The coercivity result

Lemma 8.4. For every \( h > 0 \), all \( x, y \in h\mathbb{Z}^d \) with \( |x - y| > \sqrt{d}h \) and all \( s \in A_h(x) \), \( t \in A_h(y) \), the following holds:

\[
\frac{1}{2\sqrt{d}}|x - y| < |s - t| < 2\sqrt{d}|x - y|.
\]

Proof. This is about comparing the Euclidean norm to the maximum norm \( | \cdot |_\infty \) on \( \mathbb{R}^d \). Note that for any vector \( v \in \mathbb{R}^d \) we have

\[
|v|_\infty \leq |v| \leq \sqrt{d}|v|_\infty. \tag{8.4}
\]

Let \( h = 1 \) and \( x, y \in \mathbb{Z}^d \) with \( |x - y| > \sqrt{d} \). Since the maximum norm takes only integer values on lattice points and \( |x - y|_\infty \geq 2 \), as a consequence of the triangle inequality, we have for \( s \in A_1(x) \) and \( t \in A_1(y) \)

\[
\frac{1}{2}|x - y|_\infty \leq |x - y|_\infty - 1 < |s - t|_\infty < |x - y|_\infty + 1 \leq 2|x - y|_\infty.
\]

Using (8.4), we conclude:

\[
|s - t| \leq \sqrt{d}|s - t|_\infty < 2\sqrt{d}|x - y|_\infty \leq 2\sqrt{d}|x - y|,
\]

\[
|x - y| \leq \sqrt{d}|x - y|_\infty < 2\sqrt{d}|s - t|_\infty \leq 2\sqrt{d}|s - t|.
\]

The general case for arbitrary \( h > 0 \) follows by a scaling argument. ■

Lemma 8.5. Let \( r > 0 \) and let \( V \) be a cone of apex angle \( \vartheta > 0 \). There is an apex angle \( \theta > 0 \), depending only on \( d, \vartheta \) and \( r \), such that for some cone \( V(\theta) \) of angle \( \theta \) we have

\[
\left( V(\theta) \cap \mathbb{Z}^d \right) \subset \left( V_r \cap \mathbb{Z}^d \right).
\]

Proof. Let \( V \) be any cone of apex angle \( \vartheta \) and \( \tilde{V} \) be the cone that has the same axis as \( V \) but the apex angle is \( \vartheta/2 \). We start with the following observation: There exists a radius \( R > 0 \), depending only on \( \vartheta \) and \( r \), such that \( \tilde{V} \cap (\mathbb{R}^d \setminus B_R) \subset V \). Indeed, one can choose \( R = \frac{r}{\sin(\vartheta/2)} \). The ball \( B_R \) contains only finitely many lattice points. Let us now consider all these lattice points in \( B_R \) as vectors and refer to them as \( B_R \)-vectors. We choose an apex angle \( \varepsilon > 0 \) such that \( 2\varepsilon \) is smaller than every angle between two arbitrary \( B_R \)-vectors. If now \( V(\varepsilon) \) is a cone with apex angle such that \( V(\varepsilon) \cap B_R \) contains a lattice point \( z \), then every other lattice point in \( V(\varepsilon) \cap B_R \) lies on the line through \( z \) and the origin. Thus, if we consider any cone with apex angle \( \varepsilon/3 \), then the intersection with this cone and \( B_R \) cannot contain a lattice point. Setting \( \theta = \min(\vartheta, \varepsilon/3) \) we obtain the claim of the lemma. ■
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Remark. The above lemma in particular yields the following: For every $m \in \{1, ..., L\}$ there exists an axis $v(m) \in \mathbb{R}^d$ so that
\[
\left( V(v(m), \theta) \cap \mathbb{Z}^d \right) \subset \left( V^m_r \cap \mathbb{Z}^d \right),
\]
where $\theta$ is as above. In this way we use the lemma in the upcoming proposition.

We are now in a position to prove (8.3) for $\omega^k_h$. We start by considering the case $h = 1$. A technicality is that we need to modify the configuration $\Gamma$, which also leads to a possibly smaller infimum $\vartheta'$ of all apex angles of the cones in the new configuration. However, this new constant $\vartheta'$ depends only on $\vartheta$.

Proposition 8.6. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be a symmetric and measurable function satisfying (8.1) for a $\vartheta$-admissible configuration $\Gamma$. Then there are constants $C = C(d, \vartheta) > 0$ and $\vartheta' \in (0, \frac{\pi}{2})$ and a $\vartheta'$-bounded configuration $\Gamma'$ such that for all $x, y \in \mathbb{Z}^d$ with $|x - y| > \sqrt{d}$ it holds
\[
\omega^k(x, y) \geq C \Lambda \left( 1_{V^r_{\vartheta'}(x)}(y) + 1_{V^r_{\vartheta'}(y)}(x) \right) |x - y|^{-d-\alpha}.
\]
8. The coercivity result

The angle $\vartheta'$ does only depend on the infimum $\vartheta$ of the apex angles of all cones in $\Gamma$. There is no further dependence on $\Gamma$.

Proof. Note that

$$\omega^k(x, y) \geq \Lambda \int_{A_1(x)} \int_{A_1(y)} \left[ \mathbb{1}_{V x}(s) + \mathbb{1}_{V y}(t) \right] |t - s|^{-d-\alpha} \, ds \, dt.$$ 

Therefore, we just need to concentrate on the integral. Let $m$ be a 1-favored index at $x$ and $n$ be a 1-favored index at $y$. Then, using Lemma 6.13, Lemma 8.3, Lemma 8.5, and Lemma 8.4, we estimate

$$\int_{A_1(x)} \int_{A_1(y)} \left[ \mathbb{1}_{V x}(s) + \mathbb{1}_{V y}(t) \right] |t - s|^{-d-\alpha} \, ds \, dt \geq \int_{A_1(x)} \int_{A_1(y)} \left[ \mathbb{1}_{V m}(s) + \mathbb{1}_{V n}(t) \right] |t - s|^{-d-\alpha} \, ds \, dt$$

$$\geq \int_{A_1(x)} \int_{A_1(y)} \left[ \mathbb{1}_{V m}(s) + \mathbb{1}_{V n}(t) \right] |t - s|^{-d-\alpha} \, ds \, dt \geq \frac{1}{(2\sqrt{d})^{d+\alpha}} |A_1^m(x) \times A_1^n(y)| \left[ \mathbb{1}_{V m}(s) + \mathbb{1}_{V n}(t) \right] |x - y|^{-d-\alpha}$$

Here $\theta$ is the constant from Lemma 8.5, which does only depend on $\vartheta$ and the dimension $d$. Now the claim follows with $C = \frac{1}{(2\sqrt{d})^{d+\alpha}} \leq \frac{1}{(2\sqrt{d})^{d+\alpha}} |A_1^m(x) \times A_1^n(y)|$ and some appropriate choice of $\Gamma'$. We can choose $\vartheta' = \theta$. $\blacksquare$

Corollary 8.7. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be a symmetric and measurable function satisfying (8.1) for a $\vartheta$-admissible configuration $\Gamma$. Then there are $\vartheta' > 0$ and $C > 0$ so that for each $h > 0$ there is a configuration $\Gamma^h$ on $\mathbb{R}^d$ with the following properties:

(i) The infimum of the apex angles of all cones in $\Gamma^h(\mathbb{R}^d)$ equals $\vartheta'$.

(ii) For all $x, y \in h\mathbb{Z}^d$ with $|x - y| > \sqrt{d}h$, the inequality

$$\omega^k_h(x, y) \geq C \left( \mathbb{1}_{V x}(s) + \mathbb{1}_{V y}(t) \right) |x - y|^{-d-\alpha}$$

holds.

Proof. For $h > 0$ define a new configuration $\Gamma^h$ on $\mathbb{R}^d$ by $\Gamma^h(x) = \Gamma(hx)$. Note that the infimum of the apex angles of all cones in $\Gamma^h(\mathbb{R}^d)$ is the same as the infimum of the apex angles of all cones in $\Gamma(\mathbb{R}^d)$. It does not depend on $h$. Note also that (M) holds true for
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Γ if and only if (M) holds true for Γ_h. Therefore, Γ_h is a ϑ-admissible configuration.

Define k_h : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] via k_h(x, y) = k(hx, hy)h^{d+\alpha}. Since k satisfies (8.1), we also have for almost all x, y \in \mathbb{R}^d the inequality

\[ k(hx, hy)h^{d+\alpha} \geq \Lambda \left( 1_{V^\Gamma[hx]}(hy) + 1_{V^\Gamma[hx]}(hx) \right) |x - y|^{-d-\alpha}. \tag{8.6} \]

Fix some \( h > 0 \). We note that for all x, y \in \mathbb{R}^d the statement \( hy \in V^\Gamma[hx] \) is equivalent to \( y \in V^{\Gamma_h}[x] \). Indeed,

\[ hy \in V^\Gamma[hx] \iff h(y - x) \in \Gamma(hx) \iff y - x \in \Gamma(hx) \iff y \in V^{\Gamma_h}[x]. \]

This together with (8.6) shows that (8.1) is satisfied if we plug in \( k = k_h \) and \( \Gamma = \Gamma_h \). Therefore, we can apply Proposition 8.6 to \( \Gamma = \Gamma_h \) and \( k = k_h \). We obtain a configuration \((\Gamma_h)'\) with a positive infimum of the apex angles of all cones \( \vartheta' \) and some constant \( C > 0 \) such that for all x, y \in \mathbb{Z}^d with \( |x - y| > \sqrt{d} \), we have

\[ \omega^{\Gamma_h}_1(x, y) \geq CA \left( 1_{V^{(\Gamma_h)'[x]}[y]}(y) + 1_{V^{(\Gamma_h)'[y]}[x]}(x) \right) |x - y|^{-d-\alpha}. \tag{8.7} \]

Note that \( \vartheta' \) does only depend on the infimum of the apex angles of all cones in \( \Gamma \). We define a new configuration \((\Gamma_h)'_{h^{-1}} \) via \((\Gamma_h)'_{h^{-1}}(x) = (\Gamma_h)'(h^{-1}x) \). The infimum of the apex angles of all cones in this new configuration is obviously still \( \vartheta' \).

Since for all \( x, y \in \mathbb{Z}^d \)

\[ y \in V^{(\Gamma_h)'[x]} \iff hy \in V^{(\Gamma_h)'_{h^{-1}}[hx]} , \]

inequality (8.7) is equivalent to

\[ \omega^{\Gamma_h}_1(x, y) \geq CA \left( 1_{V^{(\Gamma_h)'_{h^{-1}}[hx]}[y]}(hy) + 1_{V^{(\Gamma_h)'_{h^{-1}}[hy]}[hx]}(hx) \right) |x - y|^{-d-\alpha} \tag{8.8} \]

for all \( x, y \in \mathbb{Z}^d \) with \( |x - y| > \sqrt{d} \).

Now let \( x, y \in h\mathbb{Z}^d \) with \( |x - y| > \sqrt{d}h \). Then \( h^{-1}x, h^{-1}y \in \mathbb{Z}^d \) with \( |h^{-1}x - h^{-1}y| > \sqrt{d} \).

With use of (8.8) and a change of variables we obtain

\[ CA \left( 1_{V^{(\Gamma_h)'_{h^{-1}}[hx]}[y]}(y) + 1_{V^{(\Gamma_h)'_{h^{-1}}[hy]}[x]}(x) \right) |x - y|^{-d-\alpha} = CA \left( 1_{V^{(\Gamma_h)'_{h^{-1}}[h(h^{-1}x)]}}(h(h^{-1}y)) \right. \]

\[ + 1_{V^{(\Gamma_h)'_{h^{-1}}[h(h^{-1}y)]}}(h(h^{-1}x))) |h^{-1}x - h^{-1}y|^{-d-\alpha} \]

\[ \leq \omega^{\Gamma_h}_1(h^{-1}x, h^{-1}y)h^{-d-\alpha} \]

\[ = \omega^{\Gamma_h}_1(h^{-1}x, h^{-1}y)h^{-d-\alpha}. \]

Now one may rename the constant \( CA \) to \( C \). The claim follows with \( \Gamma^h = (\Gamma_h)'_{h^{-1}} \).
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8.3. The limiting argument and the proof of the main result

Lemma 8.8. Let $B \subset \mathbb{R}^d$ be a ball. Let $\alpha \in (0, 2)$ and $\Gamma$ be a $\vartheta'$-admissible configuration. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be a measurable function satisfying $k(x, y) = k(y, x)$ and (8.1). Then $H^k(B) \subset H^{2,\vartheta}(B)$. Furthermore,

$$
\|f\|_{H^k(B)} \geq c \|f\|_{H^{2,\vartheta}(B)} \text{ for } f \in H^k(B),
$$

where $c > 0$ is a constant which is independent of the ball $B$. In the case $0 < \alpha_0 \leq \alpha < 2$ the constant may be chosen to depend on $\alpha_0$ but not on $\alpha$.

Proof. Let $R > 0$, $x_0 \in \mathbb{R}^d$ and $\kappa$ as in Corollary 8.2. Throughout the proof we use the notation $B = B_R(x_0)$ and $B^* = B_R(x_0)$. Let $f \in H^k(B^*)$. For $h \in (0, 1)$ we consider the following piecewise constant approximation of $f$. We define for $x \in h\mathbb{Z}^d \cap B^*$ a function $f_h$ via

$$
f_h(x) = h^{-d} \int_{A_h(x) \cap B^*} f(s) \, ds.
$$

Because of Corollary 8.7, there is a constant $C > 0$ and a configuration $\Gamma_h$ with $\vartheta' > 0$ such that for all $x, y \in h\mathbb{Z}^d$ with $|x - y| > \sqrt{dh}$ the inequality

$$
\omega^k_h(x, y) \geq C \left(1_{V^*}, h [x] + 1_{V^*}, h [y] \right) |x - y|^{-d - \alpha}
$$

holds. Thus, $\omega = \omega^k_h$ together with $\Gamma = \Gamma_h$ fulfill (8.3) for $R_0 = \sqrt{d}$ and $\Lambda = C$. Corollary 8.2 implies the existence of $c > 0$, independent of $f, R, \alpha$ and $h$, so that

$$
\sum_{x, y \in B^* \cap h\mathbb{Z}^d, |x - y| > \sqrt{dh}} (f_h(x) - f_h(y))^2 \omega(x, y) \geq c \sum_{x, y \in B^* \cap h\mathbb{Z}^d, |x - y| > \sqrt{dh}} (f_h(x) - f_h(y))^2 |x - y|^{-d - \alpha}.
$$

Using Lemma 8.4 we obtain

$$
\sum_{x, y \in B^* \cap h\mathbb{Z}^d, |x - y| > \sqrt{dh}} (f_h(x) - f_h(y))^2 \int_{A_h(x)} \int_{A_h(y)} k(s, t) \, ds \, dt
\geq c \sum_{x, y \in B^* \cap h\mathbb{Z}^d, |x - y| > \sqrt{dh}} (f_h(x) - f_h(y))^2 \int_{A_h(x)} \int_{A_h(y)} |s - t|^{-d - \alpha} \, ds \, dt,
$$

for a constant $c > 0$ that differs from the one above by a factor only depending on the dimension $d$.

For technical reasons we need the property that every $x \in \mathbb{R}^d$ is contained in some cube. Therefore, we consider half-closed cubes. Given $x = (x_1, ..., x_d) \in \mathbb{R}^d$ and $h \in (0, 1)$, we recall the notation

$$
\tilde{A}_h(x) = \prod_{i=1}^d \left[ x_i - \frac{h}{2}, x_i + \frac{h}{2} \right].
$$
For $h \in (0, 1)$, we define a function $g_h : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ via

$$g_h(s, t) = \sum_{x, y \in \mathbb{Z}^d} \left[ (f_h(x) - f_h(y))^2 k(s, t) \mathbbm{1}_{\mathbb{A}_h(x) \times \mathbb{A}_h(y)}(s, t) \mathbbm{1}_{x, y \in B^* \mid \sqrt{\alpha}h \leq |x - y|}(x, y) \right]$$

and claim that $g_h$ converges for $h \to 0$ almost everywhere to the function $g : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ with

$$g(s, t) = (f(s) - f(t))^2 k(s, t) \mathbbm{1}_{B^* \times B^*}(s, t).$$

Indeed, $g_h(s, t) = (f_h(x_h) - f_h(y_h))^2 k(s, t)$ for appropriate points $x_h$ and $y_h$, whenever $s \neq t$ and $h$ is sufficiently small. We conclude with the help of Lemma A.3, $g_h(s, t) \to g(s, t)$ for almost every $(s, t) \in B^* \times B^*$. In the same way we can show that the function $	ilde{g}_h : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ with

$$
\tilde{g}_h(s, t) = \sum_{x, y \in \mathbb{Z}^d} \left[ (f_h(x) - f_h(y))^2 |s - t|^{-d-\alpha} \mathbbm{1}_{\mathbb{A}_h(x) \times \mathbb{A}_h(y)}(s, t) \right.
\times \mathbbm{1}_{x, y \in B \mid \sqrt{\alpha}h < |x - y|}(x, y)
\left. \right]
$$

converges for $h \to 0$ pointwise a.e. to

$$\tilde{g} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R},
\tilde{g}(s, t) = (f(s) - f(t))^2 |s - t|^{-d-\alpha} \mathbbm{1}_{B \times B}(s, t).$$

For the left-hand side in (8.9) this implies with the help of the Dominated Convergence Theorem, see Theorem 2.5,

$$\sum_{x, y \in B^* \mid \sqrt{\alpha}h \leq |x - y|} (f_h(x) - f_h(y))^2 \int_{\mathbb{A}_h(x)} \int_{\mathbb{A}_h(y)} k(s, t) \, ds \, dt
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} g_h(s, t) \, ds \, dt \xrightarrow{h \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} g(s, t) \, ds \, dt$$

Note that $g_h$ is dominated by the integrable function $g + \mathbbm{1}_{B^* \times B^*} \in H^k(B^*)$ for sufficient small $h$.

With regard to the right-hand side of (8.9), note that the Lemma of Fatou (see Theorem 2.4) implies

$$\liminf_{h \to 0} \sum_{x, y \in B^* \mid \sqrt{\alpha}h \leq |x - y|} (f_h(x) - f_h(y))^2 \int_{\mathbb{A}_h(x)} \int_{\mathbb{A}_h(y)} |s - t|^{-d-\alpha} \, ds \, dt
= \liminf_{h \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{g}_h(s, t) \, ds \, dt \geq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{g}(s, t) \, ds \, dt.$$
8. The coercivity result

In conclusion, we have shown that the discrete inequality (8.9) yields the continuous version

$$\|f\|_{H^k(B^*)} \geq c\|f\|_{H^\alpha_2(B)}$$

for all $f \in H^k(B^*)$.

This is true for every ball $B$ since $c$ is independent of $B$. Using Lemma A.2, we conclude for each ball $B \subset R^d$ and each $f \in H^k(B)$

$$\|f\|_{H^k(B)} \geq c^* \|f\|_{H^\alpha_2(B)}$$

for some $c^* > 0$, independent of the ball $B$. This proves the claim of the lemma.

Proof of Theorem 8.1. The inequality (8.2) is obviously true if the left-hand side is infinite. Hence, we can restrict ourselves to functions $f \in H^k(B)$. The above Lemma 8.8 yields the existence of $c > 0$ such that $\|\cdot\|_{H^k(B)} \geq c\|\cdot\|_{H^\alpha_2(B)}$ on $H^k(B)$, which implies (8.2). The proof is complete.
9. Applications of the main result

In this chapter we provide statements that are based on our main result Theorem 8.1 respectively on Lemma 8.8.

Function Spaces

Theorem 9.1. Let $k$ be a kernel as in Theorem 8.1. Then $H^k(\mathbb{R}^d) \subset H^{\frac{\alpha}{2}}(\mathbb{R}^d)$.

In addition, let $k$ satisfy

$$k(x, y) \leq C|x - y|^{-d - \alpha} \text{ for almost all } x, y \in \mathbb{R}^d, x \neq y \text{ and } C \geq 1. \quad (9.1)$$

Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain. Then the spaces $H^k(\Omega)$ and $H^{\frac{\alpha}{2}}(\Omega)$ coincide. The seminorms $\| \cdot \|_{H^k(\Omega)}$ and $\| \cdot \|_{H^{\frac{\alpha}{2}}(\Omega)}$ as well as the corresponding norms are comparable on $H^k(\Omega)$. The subspace $C^\infty(\mathbb{R}^d)$ is dense in $H^k(\Omega)$.

Moreover, $H^k(\mathbb{R}^d) = H^{\frac{\alpha}{2}}(\mathbb{R}^d)$. The seminorms $\| \cdot \|_{H^k(\mathbb{R}^d)}$ and $\| \cdot \|_{H^{\frac{\alpha}{2}}(\mathbb{R}^d)}$ as well as the corresponding norms are comparable on $H^k(\mathbb{R}^d)$. The subspace $C^\infty_c(\mathbb{R}^d)$ of smooth functions with compact support in $\mathbb{R}^d$ is dense in $H^k(\mathbb{R}^d)$.

Proof of Theorem 9.1. The constant $c$ in Lemma 8.8 is independent of the radius $R$ of the respective ball. Thus the result for the whole space is obtained in the limit $R \to \infty$ using the Monotone Convergence Theorem, compare Theorem 2.3.

Now let $\Omega$ be a bounded Lipschitz domain. In view of Lemma 8.8 and Lemma A.2 we conclude

$$\| \cdot \|_{H^k(\Omega)} \geq c \| \cdot \|_{H^{\frac{\alpha}{2}}(\Omega)} \text{ on } H^k(\Omega)$$

for a constant $c > 0$, which leads to $H^k(\Omega) \subset H^{\frac{\alpha}{2}}(\Omega)$. Since the inclusion $H^{\frac{\alpha}{2}}(\Omega) \subset H^k(\Omega)$ is obvious by the properties of $k$, one obtains $H^k(\Omega) = H^{\frac{\alpha}{2}}(\Omega)$. For the assertions concerning density of smooth functions, we note that $C^\infty(\Omega)$ is a dense subset of $H^{\frac{\alpha}{2}}(\Omega)$, see Proposition 2.23. Furthermore, $C^\infty_c(\mathbb{R}^d)$ is a dense subset of $H^{\frac{\alpha}{2}}(\mathbb{R}^d)$, see Proposition 2.22. \hfill \blacksquare
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Stochastic Processes

Corollary 9.2. Let $k$ be as in Theorem 8.1 and, additionally, let $k$ satisfy the pointwise upper bound (9.1). The Dirichlet form $(\mathcal{E}^k, \mathcal{D}(\mathcal{E}^k))$ on $L^2(\mathbb{R}^d)$ with $\mathcal{D}(\mathcal{E}^k) = H^{\frac{\alpha}{2}}(\mathbb{R}^d)$ and

$$\mathcal{E}^k(f,g) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x))(g(y) - g(x)) k(x,y) \, dx \, dy,$$  

is a regular Dirichlet form on $L^2(\mathbb{R}^d)$. There exists a corresponding Hunt process.

Proof. It is obvious that $\mathcal{E}^k$ satisfies the first two conditions in Definition 5.1. The inner product $\mathcal{E}^k(\cdot,\cdot)$ induces the norm $\|\cdot\|_{H^k(\mathbb{R}^d)}$, which is comparable to $\|\cdot\|_{H^{\frac{\alpha}{2}}(\mathbb{R}^d)}$ by Theorem 9.1. As mentioned in Section 2.2, the space $\left( H^{\frac{\alpha}{2}}(\mathbb{R}^d), \|\cdot\|_{H^{\frac{\alpha}{2}}(\mathbb{R}^d)} \right)$ is a Hilbert space. Together this shows that the third condition in Definition 5.1 is true. An easy case analysis shows that condition 4 in Definition 5.1 holds true.

Since the norm induced by $\mathcal{E}^k_1$ is comparable to $\|\cdot\|_{H^{\frac{\alpha}{2}}(\mathbb{R}^d)}$, we conclude from Proposition 2.22 that $C_c(\mathbb{R}^d)^{ winters < \frac{\alpha}{2}}(B_r(x_0)) = \mathcal{D}(\mathcal{E}^k) \cap C_c(\mathbb{R}^d)^{ winters < \frac{\alpha}{2}}(B_r(x_0)) = H^{\frac{\alpha}{2}}(\mathbb{R}^d)$. It is well known that $C_c(\mathbb{R}^d)$ is dense in $C_c(\mathbb{R}^d)$ with respect to uniform convergence.

The above reasoning shows that $(\mathcal{E}^k, \mathcal{D}(\mathcal{E}^k))$ is a regular Dirichlet form on $L^2(\mathbb{R}^d)$. The existence of the Hunt process follows from Theorem 5.2.

Weak Harnack inequality and regularity theory for corresponding weak (super-)solutions

A very strong consequence of our coercivity result Theorem 8.1 is that we can apply the regularity theory developed in [DK20] and obtain a weak Harnack inequality as well as Hölder estimates for weak solutions, provided that we assume an upper bound of the kernel as in (9.1). First, let us mention that the results in [DK20] are very general and apply for a wider class of measures. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0,\infty]$ be a kernel and $\alpha \in (0,2)$. Dyda and Kassmann require two assumptions to hold true in order to have a weak Harnack inequality:

(A) Comparability of seminorms on every scale locally in the unit ball, that is,

$$\|v\|_{H^k(B_r(x_0))} \lesssim \|v\|_{H^{\frac{\alpha}{2}}(B_r(x_0))}$$

for every $r \in (0,1), x_0 \in B_1$ and each $v \in H^{\frac{\alpha}{2}}(B_r(x_0))$, where the comparability constant is independent of $v$, $r$ and $x_0$, cf. [DK20, Assumption (A)].

88
Then there exists as well as with constants symmetric kernel so that the weak Harnack inequality holds true in \( \sup \) for the essential infimum respectively essential supremum.

**Theorem 9.3 (Weak Harnack inequality).** Let \( r > 0, x_0 \in \mathbb{R}^d \). Assume \( \alpha_0 > 0, \alpha \in (\alpha_0, 2) \), and the kernel \( k \) is as in Theorem 8.1 and satisfies (9.1). Suppose \( f \in L^q(B_r(x_0)) \) for some \( q > \frac{d}{\alpha} \). Let \( u \in V^k(B_r(x_0)|\mathbb{R}^d) \), \( u \geq 0 \) in \( B_r(x_0) \) and assume \( u \) satisfies \( \mathcal{E}^k(u, \psi) \geq (f, \psi) \) for every nonnegative \( \psi \in H^{k}_{B_r(x_0)}(\mathbb{R}^d) \). Then

\[
\inf_{B_{r/2}(x_0)} u \geq c \left[ \left( \frac{\int_{B_{r/2}(x_0)} u(x)^{p_0} \, dx}{p_0} \right)^{\frac{1}{p_0}} - \sup_{x \in B_{r/2^k}(x_0)} \int_{\mathbb{R}^d} u_-(z) k(x, z) \, dz \right] - r^{\alpha - \frac{q}{2}} \|f\|_{L^q(B_{r/2^k}(x_0))},
\]

with constants \( p_0 \in (0, 1), c > 0 \) depending only on \( d, \alpha_0, \Lambda \) and \( \theta \).

The aim now is to show that the weak Harnack inequality already implies the Hölder continuity of corresponding weak solutions. In order to do that, we need a result on the decay of the oscillation, which we state below in a rather general form. It is a version of [DK20, Theorem 1.5] adapted to our setup. In Theorem 1.5 of Dyda’s and Kassmann’s article the authors only treat the situation where the right-hand side of the equation \( f \) is equal to 0. For this reason we give a full prove of the oscillation estimate including a right-hand side \( f \). Nevertheless, the proof is just an adaptation of [CK20, Theorem 4.1] to our setting.

**Theorem 9.4.** Let \( \alpha \in (0, 2), x_0 \in \mathbb{R}^d, r_0 > 0 \). Suppose \( 1 < \theta < \lambda < \Theta \). Assume \( k \) is a symmetric kernel so that the weak Harnack inequality holds true in \( B_r(x_0) \) with constants \( \theta, \lambda, \Theta \), that is, there are constants \( p \in (0, 1), c_H > 0 \) such that the following holds: If \( 0 < r \leq r_0, f \in L^q(B_r(x_0)) \) for \( q > \frac{d}{\alpha} \), and \( u \in V^k(B_r(x_0)|\mathbb{R}^d) \) satisfies \( u \geq 0 \) in \( B_r(x_0) \) as well as \( \mathcal{E}^k(u, \psi) = (f, \psi) \) for every \( \psi \in H^{k}_{B_r(x_0)}(\mathbb{R}^d) \), then

\[
\left( \frac{\int_{B_{r/2}(x_0)} u^p(x) \, dx}{p} \right) \leq c_H \left( \inf_{B_{r/2}(x_0)} u + r^\alpha \sup_{x \in B_{r/2}(x_0)} \int_{\mathbb{R}^d} u_-(z) k(x, z) \, dz \right) + c_H r^{\alpha - \frac{q}{2}} \|f\|_{L^q(B_{r/2}(x_0))},
\]

Then there exists \( \beta \in (0, 1) \) such that for \( 0 < r \leq r_0, u \in V^k(B_r(x_0)|\mathbb{R}^d) \) satisfying
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\[ \mathcal{E}^k(u, \psi) = (f, \psi) \] for every \( \psi \in H^k_{B_r(x_0)}(\mathbb{R}^d) \), it holds

\[
\operatorname{osc}_{B_{\rho}(x_0)} u \leq 2\Theta^\beta \|u\|_{L^\infty} \left( \frac{\rho}{r} \right)^\beta + c \left( \frac{\rho}{r} \right)^\beta r^{\alpha-\frac{d}{2}} \|f\|_{L^q(B_r(0))} \quad (0 < \rho \leq r),
\]

where \( \operatorname{osc}_B u = \sup_B u - \inf_B u \) for \( B \subset \mathbb{R}^d \).

**Proof.** We follow the lines of the proof of [CK20, Theorem 4.1], which is a modification of the proof of [DK20, Theorem 1.5]. In the following we may and do assume \( x_0 = 0 \). We abbreviate our notation by \( B_r = B_r(0) \) for \( r > 0 \) and \( F = \|f\|_{L^q(B_r(0))} \). We remark that we may assume \( \|u\|_{L^\infty} < \infty \), because otherwise the assertion is obviously true. Let \( c_H \) and \( p \) be the constants from the weak Harnack inequality (9.3). We set \( \kappa = \left( \frac{2}{\ln(1-\frac{1}{2})} \right)^{-1} \), which implies

\[ 1 - \frac{\kappa}{2} \leq \Theta^{-\beta}. \] (9.4)

The last inequality will be important in the remainder.

Suppose \( 0 < r \leq r_0 \) and \( u \in V^k(B_r(\mathbb{R}^d)) \) satisfies \( u \geq 0 \) in \( B_r \) and \( \mathcal{E}^k(u, \psi) = (f, \psi) \) for every \( \psi \in H^k_{B_r}(\mathbb{R}^d) \). Set

\[ \tilde{u} = \frac{u}{\|u\|_{L^\infty} + \frac{2}{\ln(1-\frac{1}{2})} F}. \]

Furthermore, we set

\[ M_0 = \|\tilde{u}\|_{L^\infty}, \quad m_0 = \inf_{x \in \mathbb{R}^d} \tilde{u}, \quad M_{-n} = M_0 \quad \text{and} \quad m_{-n} = m_0. \]

**Claim \((\heartsuit)\):** There is an increasing sequence \((m_n)\) and a decreasing sequence \((M_n)\) such that for all \( n \in \mathbb{Z} \)

\[
\begin{cases}
  m_n \leq \tilde{u} \leq M_n & \text{almost everywhere on } B_{r\Theta^{-n}}, \\
  M_n - m_n \leq 2\Theta^{-n\beta}. 
\end{cases} \tag{9.5}
\]

Let us first show that (9.5) implies the claim of the theorem. Let \( 0 < \rho \leq r \). We can find \( j \in \mathbb{N}_0 \) such that \( r\Theta^{-j-1} \leq \rho \leq r\Theta^{-j} \), which implies \( \Theta^{-j} \leq \rho\Theta/r \). With (9.5) we estimate

\[
\operatorname{osc}_{B_{\rho}} \tilde{u} \leq \operatorname{osc}_{B_{r\Theta^{-j}}} \tilde{u} \leq M_j - m_j \leq 2\Theta^{-\beta j} \leq 2\Theta^\beta \left( \frac{\rho}{r} \right)^\beta.
\]

After plugging in the definition of \( \tilde{u} \), we obtain the desired decay of oscillation.

It remains to prove Claim \((\heartsuit)\). The idea is to use the method of complete induction. Assume there exists \( i \in \mathbb{N} \) and there are \( M_i, m_i \) such that (9.5) holds true for \( n \leq i-1 \). Then we need to choose \( M_k \) and \( m_k \) in a way so that (9.5) is satisfied for \( n = i \).
For $z \in \mathbb{R}^d$ set
\[ v(z) = \left( \tilde{u}(z) - \frac{M_{i-1} + m_{i-1}}{2} \right) \Theta^\beta(i-1). \]
Then $|v(z)| \leq 1$ for almost every $z \in B_{r\Theta^{-(i-1)}}$. The definition of $v$ implies also that
\[ \mathcal{E}^k(v, \psi) = (\tilde{f}, \psi) \]
for every $\psi \in H^k_{B_{r\Theta^{-(i-1)}}}(\mathbb{R}^d)$, where
\[ \tilde{f}(x) = \frac{\Theta^{(i-1)\beta}}{\|u\|_{L^\infty} + \frac{2}{r^\alpha} \frac{2^{-\frac{d}{2}}}{F}} f(x), \quad x \in B_{r\Theta^{-(i-1)}}. \] (9.6)
Our aim is to show that (9.3) implies either $v \leq 1 - \kappa$ or $v \geq \kappa - 1$ on $B_{r\Theta^{-(i-1)}}$. This will enable us to choose $m_i$ and $M_i$.

Given $z \in \mathbb{R}^d \setminus B_{r\Theta^{-(i-1)}}$, there is $j \in \mathbb{N}$ such that $z \in B_{r\Theta^{-(i-j-1)}} \setminus B_{r\Theta^{-(i-j)}}$. For such $j$ and $z$ we conclude, using the induction hypothesis and the properties of the sequences,
\[ v(z) \leq \left( M_{i-j-1} - m_{i-j-1} + m_{i-j-1} \right) - \frac{M_{i-1} + m_{i-1}}{2} \Theta^\beta(i-1) \]
\[ \leq \left( M_{i-j-1} - m_{i-j-1} \right) \Theta^\beta(i-1) \]
\[ \leq (M_{i-j-1} - m_{i-j-1}) \Theta^\beta(i-1) - v(z) \]
\[ \leq 2 \Theta^\beta j - v(z). \]
This implies
\[ v(z) \leq \Theta^\beta j \leq \Theta^\beta j - 1 + \Theta^\beta j \leq 2 \Theta^\beta j - 1. \] (9.7)
In the same way we get $v(z) \geq 1 - 2 \Theta^\beta j$.

We distinguish two cases:

**Case 1:** $\left| \left\{ x \in B_{r\Theta^{-(i-1)/\lambda}} \; | \; v(x) \leq 0 \right\} \right| \geq \frac{1}{2} \left| B_{r\Theta^{-(i-1)/\lambda}} \right|$

In this case we show
\[ v(z) \leq 1 - \kappa \quad \text{for almost every } z \in B_{r\Theta^{-(i-1)}}. \] (9.8)
This is sufficient for (9.5) to hold true. Indeed, recalling (9.4),
\[ \tilde{u}(z) = \Theta^{-(i-1)\beta} v(z) + \frac{M_{i-1} + m_{i-1}}{2} \]
\[ \leq \Theta^{-(i-1)\beta} (1 - \kappa) + \frac{M_{i-1} - m_{i-1}}{2} + m_{i-1} \]
\[ \leq m_{i-1} + \left( 1 - \frac{\kappa}{2} \right) 2 \Theta^{-(i-1)\beta} \]
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\[ \leq m_{i-1} + 2\Theta^{-i\beta}. \]

Choosing \( m_i = m_{i-1} \) and \( M_i = m_{i-1} + 2\Theta^{-i\beta} \), we obtain, by the induction hypothesis, \( u(z) \geq m_{i-1} = m_i \) and, by the above calculation, \( u(z) \leq M_i \).

It remains to prove (9.8). Let \( w = 1 - v \in V^k(B_r) \). Then \( w \) satisfies \( w \geq 0 \) in \( B_{r/(i-1)} \) as well as \( \mathcal{E}^k(w, \psi) = (-\tilde{f}, \psi) \) for every \( \psi \in H^k_{B_{r/(i-1)}}(\mathbb{R}^d) \). We may apply the weak Harnack inequality to \( w \) for the radius \( r_1 = r\Theta^{-(i-1)} \). This gives us

\[
\left( \int_{B_{r_1/\lambda}} w^p(x) \, dx \right) \leq c_H \left( \inf_{B_{r_1/\lambda}} w + r_1^\alpha \sup_{x \in B_{r_1/\lambda}} \int_{\mathbb{R}^d} w_-(x) k(x, z) \, dz \right) + c_H r_1^{-\frac{d}{q}} \| f \|_{L^q(B_{r_1/\lambda})}.
\]

The left-hand side can be estimated using the assumption of Case 1 in the following way

\[
\left( \int_{B_{r_1/\lambda}} w^p(x) \, dx \right)^{\frac{1}{p}} \geq \left( \frac{|\{ x \in B_{r_1/\lambda} | v(x) \leq 0 \}|}{|B_{r_1/\lambda}|} \right)^{\frac{1}{p}} \geq 2^{-\frac{\lambda}{p}}.
\]  

(9.9)

If we choose \( \beta \leq \alpha - \frac{d}{q} \), then

\[
r_1^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{r_1/\lambda})} \Theta^{(i-1)(\beta - \alpha + \frac{d}{q})} \leq \frac{\| f \|_{L^q(B_{r_1/\lambda})}}{\Theta^{\frac{\alpha}{2} F}} \leq \frac{\kappa}{2}.
\]

(9.10)

Let us also take a closer look at the tail term. We deduce with the help of (9.7) and

\[
\frac{|z|}{|x-z|} \leq 1 + \frac{r\Theta^{-i+1}/\theta}{r\Theta^{-i+j} - r\Theta^{-i+1}/\theta} \leq 1 + \frac{1}{\Theta^{i-1}(\theta - 1)} \leq 1 + \frac{1}{\theta - 1} = c(\theta)
\]

for every \( x \in B_{r/(i-1)/\theta} \) and \( z \in \mathbb{R}^d \setminus B_{r\Theta^{-i+j}} \) the estimate

\[
\int_{\mathbb{R}^d \setminus B_{r\Theta^{-(i-1)}}} w_-(z) k(x, z) \, dz = \sum_{j=1}^\infty \int_{B_{r\Theta^{-(i-j-1)} \setminus B_{r\Theta^{-(i-j)}}}} (1 - v(z))^{-1} k(x, z) \, dz
\]

\[
\leq \sum_{j=1}^\infty (2\Theta^{j\beta} - 2) \int_{\mathbb{R}^d \setminus B_{r\Theta^{-(i-j)}}} k(x, z) \, dz
\]

\[
\leq \sum_{j=1}^\infty (\Theta^{j\beta} - 1)c(\theta, d, \alpha) \int_{\mathbb{R}^d \setminus B_{r\Theta^{-(i-j)}}} |z|^{-d-\alpha} \, dz
\]

\[
\leq \sum_{j=1}^\infty (\Theta^{j\beta} - 1)c(\theta, d, \alpha)(r\Theta^{-i+j})^{-\alpha}
\]
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for every $x \in B_{r \Theta^{-(i-1)/\theta}}$, where the constant $c(\theta, d, \alpha)$ may differ from line to line. Thus, for every $\ell \in \mathbb{N}$

$$
(r \Theta^{-i+1})^\alpha \int_{\mathbb{R}^d} w_-(z) k(x, z) \, dz \leq c \sum_{j=1}^\ell (\Theta^{j\beta} - 1)(\Theta^{-j+1})^\alpha + 2c \sum_{j=\ell+1}^{\infty} \Theta^{j\beta} (\Theta^{-j+1})^\alpha
$$

$$
= I_1 + I_2,
$$

where the constant $c > 0$ depends only on $\theta, d$ and $\alpha$. First, we assume $\beta < \frac{\alpha}{2}$. Second, we choose $\ell$ sufficiently large so that $I_2 \leq \kappa_4$. Third, we decrease $\beta$ in such a way that $I_1 \leq \frac{\kappa}{4}$. This shows

$$
\sup_{x \in B_{r \Theta^{-(i-1)/\theta}}} (r \Theta^{-i+1})^\alpha \int_{\mathbb{R}^d} w_-(z) k(x, z) \, dz \leq \frac{\kappa}{2}
$$

for arbitrary $i$. If we combine (9.9), (9.10) and (9.11), then we obtain from the weak Harnack inequality for $w$ on $B_{r \Theta^{-(i-1)/\theta}}$ the estimate

$$
2^{-\frac{1}{\beta}} \leq c_H \left( \inf_{B_{r \Theta^{-(i-1)/\theta}}} w + \kappa \right) \leq c_H w + c_H \kappa,
$$

which implies, recalling the definition of $\kappa$, $1 - v = w \geq \kappa$ on $B_{r \Theta} = B_{r \Theta^{-(i-1)/\theta}}$. The proof of (9.8) is finished.

**Case 2:** $|\{x \in B_{r \Theta^{-(i-1)/\theta}} \mid v(x) > 0\}| \geq \frac{1}{2} |B_{r \Theta^{-(i-1)/\theta}}|

In this case one can show that

$$
v(z) \geq \kappa - 1 \quad \text{for almost every } z \in B_{r \Theta^{-(i-1)/\theta}}.
$$

(9.12)

The proof of the above inequality is similar to the proof of (9.8) in Case 1. Here one has to use the auxiliary function $w = 1 + v$. We omit the details.

It remains to show that (9.12) implies Claim (\textgreater). For almost every $z \in B_{r \Theta^{-(i-1)/\theta}}$, we deduce

$$
\tilde{u}(z) = \frac{v(z)}{\Theta^{(i-1)/\theta}} + \frac{M_{i-1} + m_{i-1}}{2}
$$

$$
\geq \frac{\kappa - 1}{\Theta^{(i-1)/\theta}} + \frac{M_{i-1} - M_{i-1} - m_{i-1}}{2}
$$

$$
\geq M_{i-1} - 2 \Theta^{-i\beta}.
$$

We choose $M_i = M_{i-1}$ and $m_i = M_{i-1} - 2 \Theta^{-i\beta}$. Then, by the induction hypothesis and the previous calculation for almost every $z \in B_{r \Theta^{-(i-1)/\theta}}$, we find

$$
m_i \leq \tilde{u}(z) \leq M_i.
$$

The proof is finished. \hfill\blacksquare
Remark. Without studying the proof carefully one may wonder why the above theorem is formulated for solutions $u$ instead of supersolutions as in the previous weak Harnack inequality. The reason is the case analysis in the proof. In Case 1 one needs to consider the function $w = 1 - v$ and if $v$ was only a supersolution, then $w$ would be a subsolution.

From Theorem 9.4 we can now deduce our Hölder regularity result. The proof uses a standard covering argument as it was also used in the proof of [DK20, Corollary 5.2].

**Theorem 9.5.** Let $k$ be a kernel as in Theorem 8.1 and assume $k$ satisfies (9.1). Let $B_r = B_r(x_0)$ be a ball in $\mathbb{R}^d$. Suppose $f \in L^q(B_r)$ for some $q > \frac{d}{\alpha}$. Assume $u \in V^k(B_r; \mathbb{R}^d)$ fulfills

$$E^k(u, \psi) = (f, \psi) \quad \text{for every } \psi \in H^k_{B_r}(\mathbb{R}^d).$$

Then there are constants $c \geq 1$ and $\beta \in (0, 1)$, independent of $u$, such that for almost all $x, y \in B_{\delta r}, \delta \in (0, 1)$, it holds

$$|u(x) - u(y)| \leq c \left( \frac{|x - y|}{r - \delta r} \right)^\beta \left( \|u\|_{L^\infty} + r^{\alpha - \frac{d}{2}} \|f\|_{L^q(B_{\frac{15}{16} r})} \right).$$

**Proof.** In the proof we abbreviate our notation of balls by writing $B_r = B_r(x_0)$. Let $x, y \in B_{\delta r}$. If $|x - y| \geq (r - \delta r)/4$, then the claim of the lemma is obviously true. Let us therefore consider the case $|x - y| < (r - \delta r)/4$. The idea now is to use a covering argument. There exists a number $\rho \in (0, (r - \delta r)/8)$ such that $\rho \leq |x - y| \leq 2\rho$. Then $r - \delta r > 4|x - y| \geq 4\rho$, which implies $y \in B_{r-4\rho}$. We cover $B_{r-4\rho} \subset B_{\delta r}$ by a countable family $(B_n)$ of balls with radius $\rho$. Each $B_n$ may be chosen as a subset of $B_{r - (7/2)\rho}$. Denote by $3B_n$ the ball with the same center as $B_n$ but of radius $3\rho$. Then $B_n \subset 3B_n \subset B_{r-\rho}$.

We conclude from Theorem 9.3 in combination with Theorem 9.4 that there is $\beta \in (0, 1)$ and $c \geq 1$ so that

$$\text{osc}_{3B_n} u \leq c \left( \frac{3\rho}{r - \rho} \right)^\beta \left( \|u\|_{L^\infty} + r^{\alpha - \frac{d}{2}} \|f\|_{L^q(B_{\frac{15}{16} r})} \right) \leq c(r - \delta r)^{-\beta} |x - y|^\beta \left( \|u\|_{L^\infty} + r^{\alpha - \frac{d}{2}} \|f\|_{L^q(B_{\frac{15}{16} r})} \right).$$

We observe that $x, y \in 3B_n$ for some $n \in \mathbb{N}$. Therefore, $|u(x) - u(y)| \leq \text{osc}_{3B_n} u$. Hence, the claim of the theorem is proved. ■
Part III.

Local boundedness from above and elliptic Harnack inequalities
Detailed outline of Part III

This part deals with weak solutions $u$ of the equation

$$-\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x))k(x,y)\,dy = f(x), \quad x \in B_1.$$ 

Here $k$ is a given symmetric kernel. We propose additional assumptions on $k$ (a coercivity estimate, an upper bound and a specific mean value integral bound, compare Section 11.2) that allow to prove a local boundedness result of corresponding weak solutions. In order to do that, we modify techniques from [DKP14] and [DKP16], which enable us to bound nonlocal tail terms by local quantities.

The purpose of Chapter 10 is to make the reader familiar with the technique of the De Giorgi iteration. Here we consider local elliptic operators in divergence form and prove local boundedness. The following Chapter 11 contains the main part. Here we prove the tail estimate and the local boundedness of weak solutions of the above equation. Applying a result from [DK20] we conclude that weak solutions enjoy a Harnack inequality. In Chapter 12 we discuss examples of kernels that satisfy our assumptions. Here we also provide kernels that are used in Part II of this thesis.

Appendix B pertains to this part of the thesis. This chapter deals with a connection of our result to a condition of Bogdan and Sztonyk given in [BS05]. In the latter article they derive an equivalent statement to the elliptic Harnack inequality for nonlocal operators of (1.1) where the measure $k(x,y)\,dy$ is replaced by a homogeneous Lévy measure. We consider translation invariant and homogeneous kernels and show directly, under additional assumptions, that our Condition (C) implies the so called relative Kato condition, see Section B.2. Moreover, we prove that the combination of all our assumptions is only a sufficient condition for the elliptic Harnack inequality in the case $d = 3$, see Section B.3.

Comment on notation used in this part

Let us recall some of the notation we need in this part. For an overview we refer to the section on notation at the end of Chapter 1. By $B_r(x)$ we denote the ball with center $x \in \mathbb{R}^d$ and radius $r > 0$ with respect to the norm $|\cdot|$. If nothing else is said, $B_r = B_r(0)$. If $u$ is a function, then we denote by $u_-$ its negative part defined as $u_-(x) = -\min(0,u(x))$ and by $u_+$ its positive part $u_+(x) = \max(0,u(x))$. Whenever we use the abbreviations $\sup$ and $\inf$, we mean the essential supremum and the essential infimum.

We use several letters (Roman or Greek characters, in upper or lower cases) to denote constants. Sometimes we write the quantities, on which constants depend, in round brackets. We often use the letter $c$ to denote a general positive constant. We especially point out that the value of $c$ may change between different lines of the proof of the same statement.
10. A local prelude: Local boundedness for solutions of local elliptic PDEs

In this chapter we study solutions of local elliptic PDEs in divergence form and obtain a local boundedness result of corresponding solutions, where the bound depends on the $L^p$-norm of the solution and the right-hand side of the equation. This chapter serves as a motivation to the local boundedness result for solutions of nonlocal PDEs, which will be established in the next chapter. Moreover, it satisfies didactic purposes as we want to make the reader familiar with the technique of the so-called De Giorgi type iteration. This iteration method is also used in the nonlocal setting, however, because of nonlocal terms, the proofs are more technical. We emphasize that the results in this section are well known.

The De Giorgi iteration technique is part of the so-called De Giorgi-Nash-Moser techniques. As mentioned in the introduction of this thesis, these techniques were originally introduced in [De 57; Nas58; Mos60] to study regularity of solutions of elliptic equations with rough coefficients. For further reading on this subject, we refer the reader to the overview [Vas16]. Here the De Giorgi iteration is contained in the proof of [Vas16, Lemma 5] and the local boundedness result is stated in [Vas16, Corollary 6].

Our local boundedness result is a bit more technical than [Vas16, Corollary 6]. We include a parameter $\delta \in (0, 1]$, which allows interpolation between the $L^p$ norm of $u$ and the $L^q$ norm of $f$. In the local case this parameter is only a technicality, which is not very momentous. However, when passing to the case of nonlocal operators, this interpolation parameter is crucial since it allows to interpolate between local and nonlocal terms. That is why we also include it in the local case.

The results of this chapter are based on the monograph [HL11, Chapter 4].

**Toolbox**

Since we do not want to disturb the flow of reading, we first collect some auxiliary results, which will be important in the remainder.

The following iteration lemma can be traced back to [GG82, Lemma 1.1]

**Lemma 10.1.** Let $0 \leq T_0 \leq T_1$ and $f : [T_0, T_1] \to \mathbb{R}$ be a nonnegative bounded function. Assume there are nonnegative constants $A, B, \nu, \theta$ with $\theta < 1$ such that for $T_0 \leq t < s \leq T_1$
10. A local prelude: Local boundedness for solutions of local elliptic PDEs

one has

\[ f(t) \leq \frac{A}{(s-t)\nu} + B + \theta f(s). \]

Then there exists a constant \( c \), depending only on \( \nu \) and \( \theta \) such that for every \( \rho, R \) with \( T_0 \leq \rho < R \leq T_1 \) it holds

\[ f(\rho) \leq c \frac{A}{(R-\rho)\nu} + cB. \]  \hspace{1cm} (10.1)

**Proof.** Let \( \theta^{\frac{1}{\nu}} < \varepsilon < 1 \). Consider the sequence \( \{\tau_i\}_{i \in \mathbb{N}_0} \) given inductively by

\[ \tau_0 = \rho, \quad \tau_{i+1} - \tau_i = (1 - \varepsilon)\varepsilon^i (R - \rho). \]

By induction we see that for every \( n \in \mathbb{N}_0 \) it holds

\[ f(\tau_0) \leq \theta^n f(\tau_n) + \left( \frac{A}{(R-\rho)\nu} + B \right) (1 - \varepsilon)^{-\nu} \sum_{k=0}^{n-1} \left( \frac{\theta}{\varepsilon^\nu} \right)^k. \]

Taking the limit \( n \to \infty \) we recover (10.1) with

\[ c = \frac{\varepsilon^\nu}{(1 - \varepsilon)^\nu}. \]

**Lemma 10.2.** Let \( \varepsilon, \kappa > 0, C > 1 \) and \( (A_j)_{j \in \mathbb{N}_0} \) be a sequence of nonnegative integers. If \( A_j \) satisfies for each \( j \in \mathbb{N}_0 \) the inequality

\[ \frac{A_{j+1}}{\ell} \leq \kappa C^j \left( \frac{A_j}{\ell} \right)^{1+\varepsilon}, \]

and \( \ell \geq A_0 \kappa^{\frac{1}{\nu}} C^{-\frac{1}{\nu}} \), then \( A_j \to 0 \) for \( j \to \infty \).

**Proof.** By induction we see that for each \( j \in \mathbb{N}_0 \) we have

\[ \frac{A_j}{\ell} \leq \kappa^{-\frac{1}{\nu}} C^{-\frac{1}{\nu}} - \frac{1}{\ell}. \]

Since \( C > 1 \), we deduce

\[ C^{-\frac{1}{\nu}} \to 0 \text{ for } j \to \infty, \]

which implies the claim of the lemma.  \hspace{1cm} \blacksquare
Proof of the local boundedness result

We consider an elliptic operator in divergence form and the corresponding equation on the unit ball, that is,

\[- \sum_{1 \leq i, j \leq d} \partial_j (a_{ij}(x) \partial_i u(x)) = f(x), \quad x \in B_1, \tag{10.2}\]

As explained in Section 4.1 the coefficients \(a_{ij}\) satisfy

\[\Lambda^{-1} |\xi|^2 \leq \sum_{i,j} a_{ij}(x) \xi_i \xi_j \leq \Lambda |\xi|^2, \quad x \in B_1, \xi \in \mathbb{R}^d \tag{10.3}\]

for some constant \(\Lambda \geq 1\), and (10.3) implies that \(2\Lambda^{-1} \leq a_{ij}(x) \leq 2\Lambda\) for each pair \(i, j\) and every \(x \in B_1\).

Our aim is to prove that weak subsolutions of (10.2) are locally bounded and satisfy an \((L^\infty-L^p)\)-estimate in the following sense.

**Theorem 10.3.** Let \(f \in L^q(B_1)\) for \(q > \frac{d}{2}\). Assume \(u \in H^1(B_1), u \geq 0\), satisfies for every nonnegative \(\eta \in H^1_0(B_1)\)

\[\int_{B_1} \sum_{i,j} a_{ij} \partial_i u \partial_j \eta \, dx \leq \int_{B_1} f \eta \, dx. \tag{10.4}\]

Let \(p \in (0, 2]\). There exists a constant \(C > 0\), independent of \(u\), such that for every ball \(B_r(x_0) \subset B_1\)

\[\sup_{B_{\frac{r}{4}}(x_0)} u \leq C \left( \int_{B_r(x_0)} |u(x)|^p \, dx \right)^{\frac{1}{p}} + r^{2-\frac{d}{q}} \|f\|_{L^q(B_r(x_0))}.\]

**Remark.** The constant \(\frac{1}{4}\) appearing in the radius of the ball in the left-hand side of the inequality is arbitrary. One may choose any constant less than 1. Of course \(C\) blows up if the constant tends to 1.

The proof of Theorem 10.3 consists of the following steps:

- **Caccioppoli inequality:** A reverse Poincaré inequality, which enables us to give a priori estimates of the \(L^2\)-norm of the derivatives of a weak subsolution \(u\) in terms of the \(L^2\)-norm of \(u\).

- **\(L^2\)-upper-level-set inequality:** An estimate of the \(L^2\)-norm of a weak subsolution on a certain upper level set by the \(L^2\)-norm of the same weak subsolution on a larger upper level set. This inequality is the starting point of our iteration procedure.
10. A local prelude: Local boundedness for solutions of local elliptic PDEs

- \((L^\infty-L^2)\)-estimate: We take the \(L^2\)-upper-level-set inequality and plug in sequences for the radii and the different cutoff levels and consider the limit. Here the so called De Giorgi iteration takes place. As a result, we obtain a local bound for weak solutions that consists of an \(L^2\)-term of \(u\) plus some norm of \(f\).

- \((L^\infty-L^p)\)-estimate: By a covering argument and a standard iteration lemma we recover the claim of the theorem starting from the \((L^\infty-L^2)\)-estimate.

**Lemma 10.4** (Caccioppoli inequality). Let \(f \in L^2_{\text{loc}}(B_1)\). Let \(u \in H^1(B_1)\) satisfy (10.4) for each nonnegative \(\eta \in H^1_0(B_1)\). Then there exists a constant \(c > 0\), independent of \(u\), such that for every ball \(B_r(x_0) \subset B_1\), each \(\ell > 0\) and every \(\phi \in C^\infty_c(B_r(x_0))\)

\[
\int_{B_r(x_0)} |
abla (w(\phi))|^2 \, dx \leq c \left( \int_{B_r(x_0)} w^2 |\nabla \phi|^2 \, dx + \int_{B_r(x_0)} fw\phi^2 \, dx \right),
\]

where \(w(x) = (u(x) - \ell)_+\).

**Proof.** We abbreviate our notation by writing \(B_r = B_r(x_0)\). Let \(\phi \in C^\infty_c(B_r)\). We plug \(\eta = w\phi^2\) as a test function into the definition of a weak subsolution (10.4). This yields

\[
\int_{B_1} \sum_{i,j} a_{ij} \partial_i u \left[ \partial_j w \phi^2 + 2\phi w \partial_j \phi \right] \, dx \leq \int_{B_1} fw\phi^2 \, dx.
\]

Note that \(\nabla u = \nabla w\) almost everywhere in \(B_1\) for \(u \geq \ell\) and \(w = 0, \nabla w = 0\) almost everywhere in \(B_1 \cap \{u \leq \ell\}\). That is, in the above inequality we integrate over the set \(B_1 \cap \{u \geq \ell\}\). Using this and the ellipticity condition (10.3) the above inequality yields

\[
\int_{B_1} \sum_{i,j} a_{ij} \partial_i u \left[ \partial_j w \phi^2 + 2\phi w \partial_j \phi \right] \, dx 
\geq \Lambda^{-1} \int_{B_1} |\nabla w|^2 \phi^2 \, dx - 4d^2 \Lambda \int_{B_1} |\nabla w||\nabla \phi||\phi|w \, dx 
\geq \frac{\Lambda^{-1}}{2} \int_{B_1} |\nabla w|^2 \phi^2 \, dx - 2d^2 \Lambda \epsilon^{-1} \int_{B_1} w^2 |\nabla \phi|^2 \, dx,
\]

where we applied the Young inequality with \(\epsilon = \frac{\Lambda^{-1}}{4d^2 \Lambda}\) in the last line, that is,

\[
4d^2 \Lambda (|\nabla w||\nabla \phi||\phi|w) \leq 4d^2 \Lambda \left( \frac{|\nabla w|^2 \phi^2}{2} + \frac{w^2 |\nabla \phi|^2}{2\epsilon} \right).
\]

Hence, we obtain

\[
\int_{B_1} |\nabla w|^2 \phi^2 \, dx \leq c \left( \int_{B_1} w^2 |\nabla \phi|^2 \, dx + \int_{B_1} fw\phi^2 \, dx \right)
\]
from which the inequality
\[ \int_{B_1} |\nabla (w \phi)|^2 \, dx \leq c \left( \int_{B_1} w^2 |\nabla \phi|^2 \, dx + \int_{B_1} f w \phi^2 \, dx \right) \]
follows. Note that the value of the constant \( c \) changes between the above two inequalities.

Recalling that \( \text{supp}(\phi) \subset B_r \), we obtain the assertion.

Lemma 10.5 (\( L^2 \)-upper-level-set inequality). Let \( f \in L^q(B_1) \) for some \( q > \frac{d}{2} \) and let \( u \in H^1(B_1) \) satisfy (10.4) for each nonnegative \( \eta \in H^1_0(B_1) \). There are constants \( c, \varepsilon > 0 \), independent of \( u \), such that for all \( 0 < \lambda < \mu \leq 1 \) and all \( L > \ell \geq \sqrt{|B_1|} \| u \|_{L^2(B_1)} \)
\[ \|(u - L)\|_{L^2(B_\lambda)} \leq c \left( \frac{1}{\mu - \lambda} + \frac{\| f \|_{L^q(B_1)}}{L - \ell} \right) \frac{1}{(L - \ell)^{\varepsilon}} \|(u - \ell)\|_{L^2(B_\mu)}^{1 + \varepsilon} \]
Proof. Here we use the notation \( 2^* = \frac{2d}{d - 2} \) for \( d > 2 \) and \( 2^* \) may be any number greater than \( 2 \) if \( d = 2 \). In the following computations we focus on the case \( d > 2 \). The case \( d = 2 \) can be treated analogously. Let \( w \) be as in Lemma 10.4 for \( \ell > 0 \).

Recall the Sobolev inequality, see Theorem 2.18, for \( w \phi \in H^1_0(B_1) \):
\[ \left( \int_{B_1} (w \phi)^{2^*} \, dx \right)^{\frac{2}{2^*}} \leq c \int_{B_1} |\nabla (w \phi)|^2 \, dx. \]
If \( \phi \in C^\infty_c(B_1) \) and \( \phi \leq 1 \), then we deduce with the help of the Hölder inequality, the Sobolev inequality and the Young inequality with \( \delta > 0 \):
\[
\int_{B_1} f w \phi^2 \, dx \leq \left( \int_{B_1} |f|^q \, dx \right)^{\frac{1}{q}} \left( \int_{B_1} |w \phi|^{2^*} \, dx \right)^{\frac{1}{2^*}} |\{ w \phi \neq 0 \}|^{1 - \frac{2^*}{2} - \frac{1}{2}} \\
\leq c \| f \|_{L^q(B_1)} \| \nabla (w \phi) \|_{L^2(B_1)} |\{ w \phi \neq 0 \}|^{\frac{1}{2} + \frac{d}{2} - \frac{1}{2}} \\
\leq \delta \| \nabla (w \phi) \|_{L^2(B_1)}^2 + c(\delta) \| f \|_{L^q(B_1)}^2 |\{ w \phi \neq 0 \}|^{1 + \frac{d}{2} - \frac{3}{2}}. \tag{10.6}
\]
Let us assume
\[ |\{ w \phi \neq 0 \}| \leq 1 \tag{10.7} \]
in the following calculations. Later on, we will show that we can choose the level \( \ell > 0 \) sufficiently large so that (10.7) holds true.
Combining (10.5) with (10.6) and using \(1 + \frac{2}{q} - \frac{2}{\frac{d}{2}} > 1 - \frac{1}{q}\) for \(q > \frac{d}{2}\) gives
\[
\int_{B_1} |\nabla (w\phi)|^2 \, dx \leq c \left( \int_{B_1} w^2 |\nabla \phi|^2 \, dx + \|f\|_{L^q(B_1)}^2 \{w\phi \neq 0\}^{1 - \frac{2}{q}} \right). \tag{10.8}
\]

We obtain by the Hölder inequality and by the Sobolev inequality
\[
\int_{B_1} (w\phi)^2 \, dx \leq \left( \int_{B_1} (w\phi)^{2^*} \, dx \right)^{\frac{2}{2^*}} \{|w\phi \neq 0\}^{1 - \frac{2}{2^*}}
\leq c \int_{B_1} |\nabla (w\phi)|^2 \, dx \{|w\phi \neq 0\}^{\frac{q}{2}}.
\]
Thus, we have by (10.8) with \(F = \|f\|_{L^q(B_1)}\)
\[
\int_{B_1} (w\phi)^2 \, dx \leq c \left( \int_{B_1} w^2 |\nabla \phi|^2 \, dx \{|w\phi \neq 0\}^{\frac{q}{2}} + F^2 \{|w\phi \neq 0\}^{1 + \frac{q}{2} - \frac{2}{q}} \right).
\]
Since \(|\{w\phi \neq 0\}| \leq 1\), we conclude that there exists \(\varepsilon > 0\) such that
\[
\int_{B_1} (w\phi)^2 \, dx \leq c \left( \int_{B_1} w^2 |\nabla \phi|^2 \, dx \{|w\phi \neq 0\}^{\frac{q}{2}} + F^2 \{|w\phi \neq 0\}^{1 + \varepsilon} \right). \tag{10.9}
\]

Now we specify the choice of the cutoff function. For fixed \(0 < \lambda < \mu \leq 1\) choose \(\phi \in C_c^\infty(B_\mu)\) such that \(\phi = 1\) in \(B_\lambda\) and \(0 \leq \phi \leq 1\). Furthermore, we require \(|\nabla \phi| \leq \frac{c}{\mu - \lambda}\) in \(B_1\). We introduce the upper level set notation
\[A(\ell, r) = \{x \in B_r \mid u \geq \ell\},\]
which we will use frequently throughout the rest of this part. Note
\[|A(\ell, \mu)| \leq \frac{1}{\ell} \int_{A(\ell, \mu)} u \, dx \leq \frac{\sqrt{|B_1|}}{\ell} \|u\|_{L^2(B_1)}.
\]
Hence, we conclude that (10.7) is satisfied if \(\ell \geq \sqrt{|B_1|\|u\|_{L^2(B_1)}}\). In particular we have
\[|A(\ell, \mu)| \leq 1 \text{ if } \ell \geq \ell_0 = \sqrt{|B_1|\|u\|_{L^2(B_1)}}.\]
Furthermore, we use the following properties. If \(L > \ell > 0\), then obviously \(A(L, r) \subset A(\ell, r)\) for every \(0 < r \leq 1\). Hence, we have for each \(0 < r \leq 1\)
\[
\int_{A(L, r)} (u - L)^2 \, dx \leq \int_{A(\ell, r)} (u - \ell)^2 \, dx,
\]
and
\[|A(L, r)| = |B_r \cap \{u - \ell \geq L - \ell\}| \leq \frac{1}{(L - \ell)^2} \int_{A(\ell, r)} (u - \ell)^2 \, dx.
\]
We go on from (10.9) and obtain for all \(0 < \lambda < \mu \leq 1\) and \(\ell \geq \sqrt{|B_1|\|u\|_{L^2(B_1)}}\) the estimate
\[
\int_{A(\ell, \lambda)} (u - \ell)^2 \, dx \leq c \left( \frac{|A(\ell, \mu)|^\varepsilon}{(\mu - \lambda)^2} \int_{A(\ell, \mu)} (u - \ell)^2 \, dx + F^2 |A(\ell, \mu)|^{1 + \varepsilon} \right). \tag{10.10}
\]
Using the above mentioned properties of the upper level sets we conclude from (10.10) for all $0 < \lambda < \mu \leq 1$ and $L > \ell \geq \sqrt{|B_1|} \|u\|_{L^2(B_1)}$

\[
\int_{A(L,\lambda)} (u - L)^2 \, dx \leq c \left( \frac{1}{(1 - \lambda)^2} \int_{A(L,\mu)} (u - L)^2 \, dx + F^2 |A(L,\mu)| \right) |A(L,\mu)|^\varepsilon \\
\leq c \left( \frac{1}{(1 - \lambda)^2} + \frac{F^2}{(1 - \ell)^2} \right) \int_{A(\ell,\mu)} (u - \ell)^2 \, dx |A(L,\mu)|^\varepsilon \\
\leq c \left( \frac{1}{(1 - \lambda)^2} + \frac{F^2}{(1 - \ell)^2} \right) \frac{1}{(1 - \ell)^2\varepsilon} \left( \int_{A(\ell,\mu)} (u - \ell)^2 \, dx \right)^{1+\varepsilon},
\]

which implies our claim. \hfill \blacksquare

**Theorem 10.6.** *(local $(L^\infty$-$L^2$)-estimate)* Suppose that $u \in H^1(B_1), u \geq 0$ is a weak subsolution of (10.2), that is, $u$ satisfies (10.4) for every $\eta \in H^1_0(B_1)$. If $f \in L^q(B_1)$ for some $q > \frac{d}{2}$ and $B_r(x_0) \subset B_1$, then for every $\delta \in (0, 1]$ 

\[
\sup_{B_r(x_0)} u \leq C \left[ \delta \frac{1}{\delta} \sup_{B_r(x_0)} \|u\|_{L^2(B_r(x_0))} + r^{2-\frac{d}{2}} \delta \|f\|_{L^q(B_r(x_0))} \right],
\]

where $C = C(d, \Lambda)$ is a positive constant, independent of $u$, and $\varepsilon > 0$ is as in Lemma 10.5.

**Proof.** First, we prove the assertion for $r = 1$ and $x_0 = 0$. Define for $j \in \mathbb{N}_0$

\[
\ell_0 = \sqrt{|B_1|} \|u\|_{L^2(B_1)}, \quad \ell_j = \ell_0 + \ell \left( 1 - 2^{-j} \right) \text{ for some } \ell \text{ to be specified later}, \\
r_j = \frac{1}{2} (1 + 2^{-j}), \quad A_j = \|(u - \ell_j)\|_{L^2(B_{r_j})}.
\]

We have

\[
\ell_{j+1} - \ell_j = 2^{-j-1} \ell, \quad r_j - r_{j+1} = \frac{1}{2^{j+2}}.
\]

We use Lemma 10.5 with

\[
L = \ell_{j+1}, \quad \ell = \ell_j, \quad \mu = r_j, \quad \lambda = r_{j+1},
\]

and set $F = \|f\|_{L^q(B_1)}$ in order to get for $j \in \mathbb{N}_0$

\[
A_{j+1} \leq c \left( 2^j + \frac{2^{j+1}F}{\ell} \right) \frac{2^{(j+1)}}{\ell} A_j^{1+\varepsilon}.
\]

For a given $\delta \in (0, 1]$ we specify the choice of the constant $\ell$. We choose

\[
\ell \geq \delta F.
\]
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Then (10.12) implies for $j \in \mathbb{N}_0$

$$\frac{A_j + 1}{\ell} \leq c 2^{j(2+\varepsilon)} \delta^{-1} \left( \frac{A_j}{\ell} \right)^{1+\varepsilon} \leq C c \delta^{-1} \left( \frac{A_j}{\ell} \right)^{1+\varepsilon}$$

for $C = 2^{2+\varepsilon}$, where we again point out that the value of $c$ changes between the lines of this proof. Now we are in a position to use Lemma 10.2, which tells us that we get $A_j \to 0$ for $j \to \infty$ if

$$\ell \geq A_0 \delta^{-\frac{1}{2}} c^{\frac{1}{2}} C^{\frac{1}{2}}.$$

Since we need to make sure that also (10.13) is satisfied, we choose

$$\ell = \delta F + \tilde{C} A_0 \delta^{-\frac{1}{2}} \leq \delta F + \delta^{-\frac{1}{2}} \tilde{C} \|u\|_{L^2(B_1)},$$

where $\tilde{C} = c^{\frac{1}{2}} C^{\frac{1}{2}}$. From $A_j \to 0$ we conclude

$$\sup_{B_{\frac{1}{2}}} u \leq \tilde{C} \delta^{-\frac{1}{2}} \|u\|_{L^2(B_1)} + \ell_0 + \delta F \leq C \delta^{-\frac{1}{2}} \|u\|_{L^2(B_1)} + C \delta F,$$

for some appropriate $C \geq 1$. This finishes the proof for the case $r = 1$ and $x_0 = 0$.

The claim for arbitrary $B_r(x_0) \subset B_1$ follows now from a scaling argument. Let $J : B_1 \to B_r(x_0), J(x) = rx + x_0$. Define for $x \in B_1$

$$\tilde{u}(x) = u(J(x)), \quad \tilde{a}_{ij}(x) = a_{ij}(J(x)), \quad \tilde{f}(x) = r^2 f(J(x)).$$

Then one can easily see that $\tilde{u}$ is a weak subsolution of

$$-\sum_{i,j} \partial_j (\tilde{a}_{ij}(x) \partial_i \tilde{u}(x)) = \tilde{f}(x), \quad x \in B_1,$$

and that (10.3) holds also if we replace $a_{ij}$ with $\tilde{a}_{ij}$. We apply what we have just proved and rewrite the result in terms of $u$ and $f$. This leads to

$$\sup_{B_{\frac{1}{2}}(x_0)} u \leq C \left[ \delta^{-\frac{1}{2}} r^{-\frac{d}{2}} \|u\|_{L^2(B_r(x_0))} + r^{2-\frac{d}{4}} \delta \|f\|_{L^q(B_r(x_0))} \right],$$

what we claimed.

**Proof of Theorem 10.3.** We apply Theorem 10.6 and choose $\delta = 1$ in (10.11). Let $\frac{1}{2} \leq t < s \leq 1$. Observe that this implies $s - t \leq t$. Then

$$\sup_{B_{\frac{1}{2}}(x_0)} u \leq C \left[ \left( \frac{1}{tr} \right)^{\frac{d}{2}} \|u\|_{L^2(B_t(x_0))} + (tr)^{2-\frac{d}{2}} \|f\|_{L^q(B_t(x_0))} \right],$$
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\[
\leq C \left[ \left( \frac{2s}{tr} \right)^{\frac{q}{2}} \|u\|_{L^2(B_{sr}(x_0))} + r^{2-\frac{q}{2}} \|f\|_{L^q(B_r(x_0))} \right]
\]
\[
\leq C \left[ \left( \frac{1}{s-t} \right)^{\frac{q}{2}} \left( \int_{B_{sr}(x_0)} u^2 \, dx \right)^{\frac{1}{2}} + r^{2-\frac{q}{2}} \|f\|_{L^q(B_r(x_0))} \right]. \tag{10.14}
\]

For \( p \in (0, 2) \) we have by the Young inequality
\[
\sup_{B_{\frac{r}{4}}(x_0)} u \leq C \left[ \left( \sup_{B_{sr}(x_0)} u \right)^{\frac{2-p}{p}} \frac{1}{(s-t)^{\frac{q}{2}}} \left( \int_{B_{sr}(x_0)} u^p \, dx \right)^{\frac{1}{p}} + r^{2-\frac{q}{2}} \|f\|_{L^q(B_r(x_0))} \right]
\]
\[
\leq \frac{1}{2} \sup_{B_{\frac{r}{4}}(x_0)} u + C \left[ \frac{1}{(s-t)^{\frac{q}{2}}} \left( \int_{B_{sr}(x_0)} u^p \, dx \right)^{\frac{1}{p}} + r^{2-\frac{q}{2}} \|f\|_{L^q(B_r(x_0))} \right]. \tag{10.15}
\]

Note that in the last line the constant \( C \) depends on \( p \). We remark that (10.15) holds obviously true for \( p = 2 \) by (10.14). Now we are in the position to apply Lemma 10.1 and conclude
\[
\sup_{B_{\frac{r}{4}}(x_0)} u \leq C \left[ \left( \int_{B_{sr}(x_0)} u^p \, dx \right)^{\frac{1}{p}} + r^{2-\frac{q}{2}} \|f\|_{L^q(B_r(x_0))} \right],
\]
which is the assertion. \( \blacksquare \)
11. Local boundedness and Harnack inequalities for nonlocal operators

In this chapter we study properties of weak solutions $u$ of the nonlocal equation

$$
- \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B_\varepsilon(x)} (u(y) - u(x)) k(x, y) \, dy = f(x), \quad x \in B_1,
$$

(11.1)

cf. Section 4.2, where we always assume that $u$ is equal to some arbitrary function on the boundary $\partial B_1$. Here the function $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ is a symmetric kernel.

Let us recall that the quadratic form $\mathcal{E}^k$ is defined as

$$
\mathcal{E}^k(u, v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y))(v(x) - v(y)) k(x, y) \, dx \, dy,
$$

which is finite for $u \in V^k(B_1; \mathbb{R}^d)$ and $v \in H^k_{B_1}(\mathbb{R}^d)$, see Definition 3.3 for the definition of these spaces.

**Toolbox**

As in the previous chapter we collect some auxiliary results in order to allow a better flow of reading.

**Lemma 11.1.** Let $a, b \geq 0$. For each $\varepsilon > 0$ it holds

$$
b^2 - a^2 \leq \varepsilon b^2 + \frac{(b-a)^2}{\varepsilon}.
$$

**Proof.** Assuming $0 \leq a \leq b$ we have

$$
b^2 - a^2 = (b-a)(b+a) \leq 2b(b-a).
$$

Now we use the Young inequality with $\varepsilon > 0$ to deduce

$$
2(b-a)b \leq 2 \left( \frac{b-a}{\varepsilon^{1/2}} \right) b \varepsilon^{1/2} \leq \varepsilon^{-1}(b-a)^2 + b^2 \varepsilon. \quad (11.2)
$$

On the other hand, if $0 \leq b < a$, then the assertion of the lemma is obvious. \hfill \blacksquare
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**Lemma 11.2.** Let \(a, b, c, d \in \mathbb{R}\). Then

\[
(ab - cd)^2 \leq 2(a^2 + c^2)(b - d)^2 + 2(a - c)^2(b^2 + d^2).
\]

**Proof.** We have

\[
(ab - cd)^2 = (ab - cb + cb - cd)^2
\leq 2(a - c)^2b^2 + 2(b - d)^2c^2
\leq 2(a - c)^2(b^2 + d^2) + 2(b - d)^2(a^2 + c^2),
\]

which is what we wanted to prove. \(\blacksquare\)

11.1. Nonlocal tail functions

An object that plays a crucial role in the proof of the local boundedness of solutions is the ensuing tail function. Following [DKP16] we define this purely nonlocal function as follows:

\[
\text{Tail}(v, x_0, r) = r^\alpha \hat{\mathcal{R}}_d \setminus B_r(x_0) \frac{|v(x)|}{|x - x_0|^{d+\alpha}} \, dx,
\]

whenever the quantity is finite.

**Lemma 11.3.** Let \(r > 0\) and \(x_0 \in \mathbb{R}^d\). If \(v \in L^1((1 + |x|)^{-d-\alpha} \, dx)\), then \(\text{Tail}(v, x_0, r) < \infty\).

**Proof.** An easy application of the Hölder inequality combined with the facts

\[
1 + |x - x_0| \leq \left(\frac{1}{r} + 1\right) |x - x_0| \quad \text{for every } x \in \mathbb{R}^d \setminus B_r(x_0),
\]

and

\[
1 + |x + x_0| \leq (1 + |x_0|)(1 + |x|) \quad \text{for all } x, x_0 \in \mathbb{R}^d,
\]

shows that

\[
\int_{\mathbb{R}^d \setminus B_r(x_0)} \frac{|v(x)|}{|x - x_0|^{d+\alpha}} \, dx \leq c(r) \int_{\mathbb{R}^d \setminus B_r(0)} \frac{|v(x)|}{(1 + |x - x_0|)^{d+\alpha}} \, dx
\leq c(r) \int_{\mathbb{R}^d \setminus B_r(0)} \frac{|v(x + x_0)|}{(1 + |x|)^{d+\alpha}} \, dx
\leq c(r, x_0) \int_{\mathbb{R}^d} \frac{|v(x)|}{(1 + |x|)^{d+\alpha}} \, dx,
\]
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that is, \( \text{Tail}(v, x_0, r) \) is finite for every \( r > 0 \) and \( x_0 \in \mathbb{R} \), whenever \( v \in L^1((1 + |x|)^{-d-\alpha} \, dx) \).

In [DKP16] the authors show in the case of the nonlinear fractional \( p \)-Laplace operator how the nonlocal tail can be bounded from above by a local term, precisely the essential supremum of weak supersolutions over some ball. This is the key ingredient in their proof of the Harnack inequality for nonnegative solutions.

In our work we consider only the case where the nonlocal operator is linear. However, our integral kernels are allowed to be from a wider class of functions. The main difference is that the kernels are not pointwise almost everywhere comparable to the standard kernel \( k(x, y) = |x - y|^{-d-\alpha} \). A consequence is that we need to introduce a different kind of nonlocal tail, which we will call \( k \)-Tail. The idea is now to modify the proofs in [DKP14; DKP16] in order to show a local boundedness result of the \( k \)-Tail. It turns out that this bound requires additional assumptions on the kernel. These we state after the definition of the \( k \)-Tail.

**Definition 11.4 (\( k \)-Tail).** Let \( \alpha \in (0, 2) \) and \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) be a kernel. Let \( r > 0 \), \( x_0 \in \mathbb{R}^d \), \( 0 < \lambda < \mu \leq r \) and \( v \in L^1(1 + |x|^{-d-\alpha}) \, dx \). The function

\[
\text{Tail}_k(v, x_0, r, \lambda, \mu) = r^\alpha \sup_{x \in B_\lambda(x_0)} \int_{\mathbb{R}^d \setminus B_{\mu}(x_0)} |v(y)|k(x, y) \, dy
\]

is called the nonlocal \( k \)-Tail.

Of course, if \( k(x, y) \leq c|x - y|^{-d-\alpha} \) for some \( c > 0 \), then

\[
\text{Tail}_k(v, x_0, r, \lambda, \mu) \leq c(\mu, \lambda) \text{Tail}(v, x_0, \mu)
\]

for all \( 0 < \lambda < \mu \leq r \), that is, the function \( \text{Tail}_k(\cdot, x_0, r, \lambda, \mu) : L^1((1 + |x|)^{-d-\alpha} \, dx) \to \mathbb{R} \) is well defined.

11.2. Assumptions on the kernel

In this part we state the assumptions on the considered integral kernels. The different conditions are listed below for a given \( \alpha \in (0, 2) \). Throughout this section we assume that \( k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty] \) is a symmetric integral kernel.

**Condition (A) (local coercivity estimate on every scale).** There exists a constant \( A > 0 \) such that for every ball \( B_r(x_0) \subset \mathbb{R}^d \) with \( x_0 \in B_1 \), \( 0 < r \leq 1 \) and each \( v \in H^{\frac{\alpha}{2}}(B_r(x_0)) \) it holds

\[
\mathcal{E}_{B_r(x_0)}^k(v, v) \geq A\|v\|^2_{H^{\frac{\alpha}{2}}(B_r(x_0))}, \tag{A}
\]
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**Condition (B) (pointwise upper bound).** The kernel $k$ is pointwise bounded from above by a constant times $|x - y|^{-d-\alpha}$, that is, there exists a constant $B > 0$ such that

$$|x - y|^{-d-\alpha} \geq B k(x, y) \quad \text{for almost all } x, y \in \mathbb{R}^d.$$  \hspace{1cm} (B)

The local coercivity assumption Condition (A) is the central assumption in this part. It guarantees that we can make use of functional inequalities, e.g., the Sobolev inequality.

The second assumption, Condition (B), will prove necessary for us because later on we want to separate nonlocal integrals in $\mathbb{R}^d \times \mathbb{R}^d$ into two separate integrals in $\mathbb{R}^d$ in order to make an iteration process work.

We remark that the combination of Condition (A) and Condition (B) implies that the main assumptions in [DK20, Theorem 1.2] hold true. Provided that $f$ satisfies specific assumptions, this immediately leads to a weak Harnack inequality for weak supersolutions of (11.1).

We show that Condition (A) and Condition (B) together imply a local boundedness result for solutions of the underlying elliptic equation (11.1). However, the bound on the solution here depends on nonlocal quantities such as a nonlocal tail function as defined in the previous Section 11.1.

We aim to prove a Harnack inequality for solutions of the elliptic equation (11.1). In general we cannot expect that such a result holds true if we only presuppose that Condition (A) and Condition (B) hold true. A well known counterexample is given in [BS05, p. 148]. Therefore, we have to propose another condition on our kernel concerning its lower bound. This new assumption replaces the pointwise lower bound in [DKP14] as well as [Coz17]. In this way our result is more general than the result for the linear case in [DKP14]; however, the method used in our proof is the same.

The pointwise lower bound on the kernel in [DKP14] is essential to bound the nonlocal tail only by localized quantities. The authors use this lower bound in order to bound a double integral with nonlocal parts from below by the nonlocal tail times the volume of some ball. Our Condition (C) enables us to copy exactly this behavior of the decomposition of the double integral.

The assumption reads as follows.

**Condition (C) (averaged integral bound on every scale).** There exists a constant $C > 0$ such that for almost all $x \in B_1, y \in \mathbb{R}^d$ with $x \neq y$ and every radius $0 < r \leq \left(\frac{|x - y|}{2} \wedge \frac{1}{2}\right)$ it holds

$$\int_{B_r(x)} k(z, y) \, dz \geq C k(x, y).$$ \hspace{1cm} (C)

We often say that $k$ satisfies (X) for $X \in \{A, B, C\}$ meaning that Condition (X) holds for $k$. 
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Remark. For some time we worked with an equivalent formulation of Condition (C), see Proposition 11.5 below. We realized that these assumptions were equivalent after discovering the article [CKW20]. In this article the authors use a similar assumption as Condition (C) in order to prove a parabolic Harnack inequality, which they call (UJS) assumption. Our Condition (C) is nothing but a localized version of (UJS) (compare also with the remark after the scaled version of Condition (C), see Section 11.3). After our discovery, we decided to use also the analogous formulation of (UJS) since it seems to be the most accessible version of the equivalent statements. To the best of the author’s knowledge, the (UJS) assumption can be traced back to [BBK09], where it first appeared in the setup of discrete graphs.

Remark. We stress that Condition (C) is neither necessary nor sufficient for the validity of Condition (A). Indeed, from Part II of this thesis we know that any quadratic form belonging to a kernel generated by an admissible configuration of cones satisfies Condition (A). But we can easily construct a configuration of cones such that Condition (C) does not hold true. This is done in Section 12.1. It shows that Condition (C) is not necessary for Condition (A) to hold true. On the other hand, the kernel $k(x,y) = \mathbb{1}_{B_5 \setminus B_4}(x-y)|x-y|^{d-\alpha}$ satisfies, according to Lemma 12.4, Condition (C). To show that Condition (A) does not hold for this kernel, take a function $u \in C^\infty_c(\mathbb{R}^d)$ such that $u(x) = x$ on $B_1$. Then

$$\int_{B_1} \int_{B_1} (u(x) - u(y))^2 k(x,y) \, dx \, dy = 0.$$ 

But

$$\int_{B_1} \int_{B_1} (u(x) - u(y))^2 |x-y|^{d-\alpha} \, dx \, dy \geq \int_{B_1^2} (u(y))^2 \, dx \, dy \geq c \left( \frac{1}{2} \right)^{2-\alpha} > 0.$$ 

Equivalent formulations of Condition (C)

The following proposition provides equivalent formulations of Condition (C). The second version of the condition is especially important since it is used later on to prove the localized estimate of the $k$-Tail.

**Proposition 11.5.** The following statements are equivalent.

1. Condition (C).

2. There exists a constant $C > 0$ such that for each $x_0 \in B_1$ and every pair of radii $(\lambda, \mu)$ with $0 < \lambda < \mu \leq \frac{1}{2}$ the following holds true for almost every $y \in \mathbb{R}^d \setminus B_\mu(x_0)$:

$$\int_{B_{\mu + \lambda}(x_0)} k(z,y) \, dz \geq C \mu - \lambda |y|^d \sup_{x \in B_\lambda(x_0)} k(x,y).$$ (11.3)
3. There exists a constant $C > 0$ such that for each $x_0 \in B_1$ and every pair of radii $(\lambda, \mu)$ with $0 < \lambda < \mu \leq \frac{1}{2}$ the following holds true for almost every $y \in \mathbb{R}^d \setminus B_\mu(x_0)$ and almost every $x \in B_\lambda(x_0)$:

$$\int_{B_\mu(x_0)} k(z, y)|y - z|^{d+\alpha} \, dz \geq C|\mu - \lambda|^d k(x, y)|x - y|^{d+\alpha}. \quad (11.4)$$

Remark. We intentionally use the representation (11.3) with the larger term on the left-hand side of the inequality because this is exactly the direction in which we use the estimate later on in our localized estimate of the tail. This Proposition 11.5 is also the reason why we chose to put the larger term on the left-hand side in (C).

Proof of Proposition 11.5. Suppose Condition (C) holds true. Let $0 < \lambda < \mu \leq \frac{1}{2}$ be given and let $x_0 \in B_1$. Assume $y \in \mathbb{R}^d \setminus B_\mu(x_0)$ and $x \in B_\lambda(x_0)$ so that $k(x, y) > 0$. Then

$$\left(\frac{|x - y|}{2} \wedge \frac{1}{4}\right) \geq \frac{\mu - \lambda}{2},$$

and thus (C) yields

$$\int_{B_{\frac{\mu - \lambda}{2}}(x)} k(z, y) \, dz \geq C(\mu - \lambda)^d k(x, y).$$

Taking into account that $B_{\frac{\mu - \lambda}{2}}(x) \subset B_{\frac{\mu + \lambda}{2}}(x_0)$ we deduce that (11.3) holds true.

It is easy to see that (11.3) implies (11.4). Indeed, we have $|x - y| \asymp |z - y|$ for $x \in B_\lambda(x_0), z \in B_{\frac{\mu + \lambda}{2}}(x_0)$ and $y \in \mathbb{R}^d \setminus B_\mu(x_0)$. Thus, we have for almost every $x \in B_\lambda(x_0)$

$$\int_{B_\mu(x_0)} k(z, y)|z - y|^{d+\alpha} \, dz \geq \int_{B_{\frac{\mu + \lambda}{2}}(x_0)} k(z, y)|z - y|^{d+\alpha} \, dz$$

$$\geq \int_{B_{\frac{\mu + \lambda}{2}}(x_0)} k(z, y)|x - y|^{d+\alpha} \, dz$$

$$\geq C|\mu - \lambda|^d |x - y|^{d+\alpha} k(x, y).$$

For the remaining direction assume (11.4) holds true and take $x \in B_1, y \in \mathbb{R}^d$ with $x \neq y$ and $k(x, y) > 0$. Let $0 < r \leq \left(\frac{|x - y|}{2} \wedge \frac{1}{2}\right)$ be given. Choose $x_0 = x, \lambda = \frac{r}{2}$ and $\mu = r$. Then we have $y \in \mathbb{R}^d \setminus B_\mu(x_0) = \mathbb{R}^d \setminus B_\mu(x)$. Thus, by (11.4)

$$\int_{B_\mu(x)} k(z, y)|z - y|^{d+\alpha} \, dz \geq 2^d C r^d |x - y|^{d+\alpha} k(x, y).$$

Condition (C) follows now after using $|x - y| \asymp |z - y|$. The proof is complete. \hfill \blacksquare
11.3. Behavior of the conditions under scaling

Let us give the analog version of Condition (A) for solutions on arbitrary balls.

**Condition (A, ξ₀, R).** Given ξ₀ ∈ ℝ^d, R > 0, we say that the kernel k satisfies (A, ξ₀, R) if: There exists A > 0 such that for every ball B_r(x₀) with 0 < r ≤ R, x₀ ∈ B_R(ξ₀) and every v ∈ H²(B_r(x₀)) we have

\[ \mathcal{E}_{B_r(x_0)}^k(v, v) \geq A \|v\|_{H^2(B_r(x_0))}^2. \]  

\((A, \xi_0, R)\)

A scaled version of Condition (C) looks as follows.

**Condition (C, ξ₀, R).** Given ξ₀ ∈ ℝ^d and R > 0 we say that the kernel k satisfies (C, ξ₀, R) if the following holds: There exists a constant C > 0 such that for almost all x ∈ B_R(ξ₀), y ∈ ℝ^d with x ≠ y and every radius 0 < r ≤ R \( \left( \frac{|x-y|}{2} \wedge \frac{1}{4} \right) \) we have

\[ \int_{B_r(x)} k(z, y) \, dz \geq Ck(x, y). \]  

\((C, \xi_0, R)\)

**Remark.** If we assume validity of (C, ξ₀, R) for every R > 0, then we end up with the (UJS) assumption as in [CKW20]. That is why, for some fixed R, Condition (C, ξ₀, R) can be seen as a localized version of (UJS).

The next lemma shows the behavior of the underlying operator with respect to rescaled functions.

**Lemma 11.6.** Suppose ξ₀ ∈ ℝ^d, R > 0 and f ∈ L²_{loc}(B_R(ξ₀)). Let k be a symmetric kernel and let u ∈ V^{k}(B_R(ξ₀)|ℝ^d) ∩ L¹((1 + |x|)^{-d-α} dx) fulfill \( \mathcal{E}^k(u, ψ) = (f, ψ) \) for every ψ ∈ H^{k}_{B_R(ξ₀)}(ℝ^d). Let J : ℝ^d → ℝ^d, J(x) = Rx + ξ₀. Define rescaled versions of u, f and k on B₁ by

\[ \tilde{u}(x) = u(J(x)), \quad \tilde{f}(x) = R^α f(J(x)) \quad \text{and} \quad \tilde{k}(x, y) = R^α + d k(J(x), J(y)). \]

Then the following holds.

1. The function \( \tilde{u} \) is an element of \( V^{k}(B_1|ℝ^d) \cap L¹((1 + |x|)^{-d-α} dx) \) and satisfies for all \( ψ \in H^1_{B_1}(ℝ^d) \) the following equality

\[ \mathcal{E}^k(\tilde{u}, ψ) = \int_{ℝ^d} \int_{ℝ^d} (\tilde{u}(x) - \tilde{u}(y))(ψ(x) - ψ(y)) \tilde{k}(x, y) \, dx \, dy = (\tilde{f}, ψ). \]

2. If k satisfies (A, ξ₀, R) for some ξ₀ ∈ ℝ^d, R > 0, α ∈ (0, 2) and some A > 0, then \( \tilde{k} \) satisfies (A) with the same constant A.

3. If k satisfies (B) for some α ∈ (0, 2) and some B > 0, then \( \tilde{k} \) satisfies (B) with the same constant B.
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4. If \( k \) satisfies \((C, \xi_0, R)\) for some \( \xi_0 \in \mathbb{R}^d, R > 0 \) and some \( C > 0 \), then \( \tilde{k} \) satisfies \((C)\) with the same constant \( C \).

**Proof.** Let us first show that \( \tilde{u} \in V^\tilde{k}(B_1[\mathbb{R}^d]) \). According to the change of variables formula (cf. Theorem 2.11) we have
\[
\int_{B_1} \int_{\mathbb{R}^d} (\tilde{u}(x) - \tilde{u}(y))^2 \tilde{k}(x,y) \, dx \, dy = R^{\alpha-d} \int_{B_R(\xi_0)} \int_{\mathbb{R}^d} (u(x) - u(y))^2 k(x,y) \, dx \, dy < \infty
\]
because \( u \in V^k(B_R(\xi_0)[\mathbb{R}^d]) \). It is obvious that \( \tilde{u} \) is measurable and that \( \tilde{u}|_{B_1} \) is an \( L^2 \)-function. Also,
\[
\int_{\mathbb{R}^d} \frac{|\tilde{u}(x)|}{(1 + |x|)^{d+\alpha}} \, dx = R^{-d} \int_{\mathbb{R}^d} \frac{|u(x)|}{(1 + |J^{-1}(x)|)^{d+\alpha}} \, dx
\[
\leq R^{-d} c(R, d, \alpha, |\xi_0|) \int_{\mathbb{R}^d} \frac{|u(x)|}{(1 + |x|)^{d+\alpha}} \, dx
\[
< \infty,
\]
where we made use of
\[
\frac{1 + |x|}{1 + R^{-1}|x - \xi_0|} \leq \frac{1 + |x - \xi_0| + |\xi_0|}{1 + R^{-1}|x - \xi_0|} \leq 1 + |\xi_0| + R.
\]
Now let \( \psi \in H^k_{B_1}(\mathbb{R}^d) \). Define \( \psi_{J^{-1}} \in H^k_{B_R(\xi_0)}(\mathbb{R}^d) \) by \( \psi_{J^{-1}} = \psi \circ J^{-1} \). We conclude again by a change of variables
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\tilde{u}(x) - \tilde{u}(y)) (\psi(x) - \psi(y)) \tilde{k}(x,y) \, dx \, dy
\[
= R^{\alpha+d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(J(x)) - u(J(y))) (\psi_{J^{-1}}(J(x)) - \psi_{J^{-1}}(J(y))) k(J(x), J(y)) \, dx \, dy
\[
= R^{\alpha-d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y)) (\psi_{J^{-1}}(x) - \psi_{J^{-1}}(y)) k(x,y) \, dx \, dy
\[
= R^{\alpha-d} \int_{\mathbb{R}^d} f(x) \psi_{J^{-1}}(x) \, dx
\[
= R^\alpha \int_{\mathbb{R}^d} f(J(x)) \psi(x) \, dx
\[
= \int_{\mathbb{R}^d} \tilde{f}(x) \psi(x) \, dx.
\]
Let us now prove that \( \tilde{k} \) satisfies \((A)\) provided that \( k \) satisfies \((A, \xi_0, R)\). Let \( x_0 \in B_1 \) and \( 0 < r \leq 1 \). Then \( Rx_0 + \xi_0 \in B_R(\xi_0) \) for \( R > 0 \). Let \( v \in H^\tilde{k}(B_r(x_0)) \). Then the function \( \tilde{v} : B_{rR}(Rx_0 + \xi_0) \to \mathbb{R}^d \) with \( \tilde{v} = v \circ J^{-1} \) is an element of \( H^\tilde{k}(B_{rR}(Rx_0 + \xi_0)) \). In the following computation we use the abbreviations \( B_r = B_r(x_0) \) and \( B_{rR} = B_{rR}(Rx_0 + \xi_0) \). Using the change of variables formula and \((A, \xi_0, R)\) we arrive at
\[
\mathcal{E}_{\tilde{k}}^{\tilde{F}}(v, v) = \int_{B_r} \int_{B_r} (v(y) - v(x))^2 \tilde{k}(x,y) \, dx \, dy
\]
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\[
\begin{align*}
&= R^{\alpha+d} \int_{B_r} \int_{B_r} (\tilde{v}(J(x)) - \tilde{v}(J(y)))^2 k(J(x), J(y)) \, dx \, dy \\
&= R^{\alpha-d} \int_{B_R} \int_{B_R} (\tilde{v}(x) - \tilde{v}(y))^2 k(x, y) \, dx \, dy \\
&\geq AR^{\alpha-d} \int_{B_R} \int_{B_R} (\tilde{v}(x) - \tilde{v}(y))^2 \frac{1}{|x - y|^{d+\alpha}} \, dx \, dy \\
&= AR^{-2d} \int_{B_{Rr}} \int_{B_{Rr}} \frac{(v(J^{-1}(x)) - v(J^{-1}(y)))^2}{|J^{-1}(x) - J^{-1}(y)|^{d+\alpha}} \, dx \, dy \\
&= A \int_{B_r} \int_{B_r} \frac{(v(x) - v(y))^2}{|x - y|^{d+\alpha}} \, dx \, dy \\
&= A \|v\|_{\tilde{H}^\alpha(B_r)}.
\end{align*}
\]

Thus, we have shown that (A) holds with the same constant.

Suppose \( k \) satisfies \((C, \xi_0, R)\) for some \( \xi_0 \in \mathbb{R}^d, R > 0 \) and \( C > 0 \). Consider \( x \in B_1, y \in \mathbb{R}^d \). We have \( J(x) \in B_R(\xi_0) \). If \( 0 < r \leq \left( \frac{|x-y|}{2} \wedge \frac{1}{4} \right) \), then by \((C, \xi_0, R)\)

\[
\int_{B_r(x)} \tilde{k}(z, y) \, dz = R^{\alpha+d} \int_{B_r(x)} k(z, J(y)) \, dz \\
= R^\alpha \int_{B_{Rr}(J(z))} k(z, J(y)) \, dz \\
\geq CR^\alpha (Rr)^d k(J(x), J(y)) \\
= Cr^d \tilde{k}(x, y),
\]

which proves the fourth item of our assertion.

The third claim is obviously true.

Remark. If \( R > 0 \) and \( \xi_0 \in \mathbb{R}^d \) are given so that \( B_R(\xi_0) \subset B_1 \) and a kernel \( k \) satisfies \((A)\) and \((C)\), then \( k \) obviously satisfies \((A, \xi_0, R)\) and \((C, \xi_0, R)\). In this case both \( k \) and \( \tilde{k} \) satisfy \((A)\) and \((C)\).

11.4. A local tail estimate

The statement of the following lemma is oriented on [DKP14, Lemma 4.2]. The aim is to bound the nonlocal \( k \)-Tail by localized quantities coming from supersolutions. The proof of the lemma uses the same split up idea of the double integral as it was used in the proof of Lemma 4.2 in [DKP14]. Furthermore, it relies heavily on assumption \((C)\). In fact, this lemma is the reason for establishing \((C)\) in the first place.
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Lemma 11.7. Assume $\alpha \in (0, 2)$ and $f \in L^q(B_1)$ for some $q > \frac d \alpha$. Let $(\lambda, \mu)$ be a pair of radii with $\frac 1 2 \leq \lambda < \mu \leq \frac 1 2$. Suppose $k$ is a symmetric kernel that satisfies (A), (B) and (C). Assume $u \in V^k(B_1[\mathbb{R}^d]) \cap L^1((1 + |x|)^{-d-\alpha} \, dx)$ is a nonnegative function satisfying $E_k(u, \psi) \geq (f, \psi)$ for every nonnegative $\psi \in H^k_{B_1}(\mathbb{R}^d)$. Then there exists a constant $c > 0$, depending only on the dimension $d$, $\alpha$, $q$ and the constants from (A), (B) and (C), such that

$$\text{Tail}_k \left( u, 0, \frac 1 2, \lambda, \mu \right) \leq c(\mu - \lambda)^{-2d - \alpha} \left( \sup_{B_\mu} u + \| f \|_{L^q(B_{3\mu + \lambda})} \right).$$

If $\alpha \in [\alpha_0, 2)$ for some $\alpha_0 \in (0, 2)$, then $c$ can be chosen to depend on $\alpha_0$ but not on $\alpha$.

Proof. We borrow ideas of [DKP14, Lemma 4.2]. Let us emphasize that in the computations we often use the letter $c$ to denote a generic positive constant. The value of $c$ may change between different lines of the proof.

Choose some $(\lambda, \mu)$ with $\frac 1 2 \leq \lambda < \mu \leq \frac 1 2$. The claim of the lemma is obvious if $\sup_{B_\mu} u = \infty$. Thus, we may assume $\sup_{B_\mu} u < \infty$. Set

$$\rho = \frac {\mu + \lambda} 2, \quad \tilde \rho = \frac {\rho + \mu} 2.$$

Let $\phi \in C^\infty_c(B_{\tilde \rho})$ with $0 \leq \phi \leq 1$, $\phi = 1$ in $B_\rho$ and $|D\phi| \leq c|\tilde \rho - \rho|^{-1} = 4c(\mu - \lambda)^{-1}$. In the case $\sup_{B_\mu} u > 0$ we consider the following nonpositive test function

$$\eta = (u - 2S)\phi^2,$$

where $S = \sup_{B_\mu} u$. We have

$$(f, \eta) \geq \int_{B_\mu} \int_{B_\mu} (u(x) - u(y))(\eta(x) - \eta(y))k(x, y) \, dx \, dy$$

$$+ 2 \int_{R^d \setminus B_\mu} \int_{B_\mu} (u(x) - u(y))(u(x) - 2S)\phi^2(x)k(x, y) \, dx \, dy$$

$$= I_1 + 2I_2.$$

We treat the integrals separately. We start with $I_2$:

$$I_2 = \int_{R^d \setminus B_\mu} \int_{B_\mu} (u(x) - u(y))(u(x) - 2S)\phi^2(x) \cdot 1_{\{u(y) \geq S\}}(y) \, k(x, y) \, dx \, dy$$

$$+ \int_{R^d \setminus B_\mu} \int_{B_\mu} (u(x) - u(y))(u(x) - 2S)\phi^2(x) \cdot 1_{\{u(y) < S\}}(y) \, k(x, y) \, dx \, dy$$

$$\geq \int_{R^d \setminus B_\mu} \int_{B_\mu} (u(y) - u(x))(2S - u(x))\phi^2(x) \cdot 1_{\{u(y) \geq S\}}(y) \, k(x, y) \, dx \, dy.$$
- \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\mu} 2S(u(x) - u(y)) + \phi^2(x) \cdot 1_{\{ u(y) < S \}}(y) \ k(x, y) \ dx \ dy \\
\geq \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\mu} (u(y) - S) S \phi^2(x) \cdot 1_{\{ u(y) \geq S \}}(y) \ k(x, y) \ dx \ dy \\
- \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\mu} 2S(u(x) - u(y)) + \phi^2(x) \cdot 1_{\{ u(y) < S \}}(y) \ k(x, y) \ dx \ dy \\
= I_{2.1} - I_{2.2}.

Let us further estimate \( I_{2.1} \). For the calculation we use the fact that \( \frac{1}{4} \leq \mu \leq \frac{1}{2} \) and

\[
\frac{|y|}{|x - y|} \leq \left( 1 + \frac{\tilde{\rho}}{\mu - \tilde{\rho}} \right) = \left( \frac{\mu}{\mu - \tilde{\rho}} \right) \leq c(\mu - \lambda)^{-1} \text{ for } x \in B_{\tilde{\rho}}, \ y \in \mathbb{R}^d \setminus B_\mu. \tag{11.5}
\]

Using these estimates together with (B), (C) and Proposition 11.5, we obtain

\[
I_{2.1} \geq S \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\rho} u(y) \ k(x, y) \ dx \ dy - B^{-1} S^2 \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\rho} |x - y|^{-d - \alpha} \ dx \ dy \\
\geq S \int_{\mathbb{R}^d \setminus B_\mu} u(y) \left( \int_{B_\rho} k(x, y) \ dx \right) \ dy - (\mu - \lambda)^{-d - \alpha} c S^2 |B_\rho| \frac{\mu^{-\alpha}}{\alpha} \\
\geq c S |\mu - \lambda|^d \text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right) - (\mu - \lambda)^{-d - \alpha} c S^2 |B_\rho| \frac{\mu^{-\alpha}}{\alpha} \\
\geq c S (\mu - \lambda)^d \text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right) - (\mu - \lambda)^{-d - \alpha} c S^2.
\]

Next, we estimate \( I_{2.2} \). With use of (11.5) we obtain

\[
\int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\rho} 2S(u(x) - u(y)) + \phi^2(x) \cdot 1_{\{ u(y) \leq S \}}(y) \ k(x, y) \ dx \ dy \\
\leq 2 c S^2 \int_{\mathbb{R}^d \setminus B_\mu} \int_{B_\rho} |x - y|^{-d - \alpha} \ dx \ dy \\
\leq c S^2 (\mu - \lambda)^{-d - \alpha}.
\]

Let us now treat the localized integral \( I_1 \). Let \( w(x) = u(x) - 2S \). Then

\[
-2S \leq w(x) \leq -S \tag{11.6}
\]

for every \( x \in B_\mu \). We note that the following algebraic inequality holds:

\[
(a - b)(a^2 - b^2) = (b\beta - a\alpha)^2 - ba(\alpha - \beta)^2 \geq -ba(\alpha - \beta)^2, \quad a, b, \alpha, \beta \in \mathbb{R}.
\]
Choosing \( a = w(x), b = w(y), \alpha = \phi(x) \) and \( \beta = \phi(y) \) for \( (x, y) \in B_\mu \times B_\mu \), we obtain using the algebraic inequality and (11.6)

\[
(w(x) - w(y))(w(x)\phi^2(x) - w(y)\phi^2(y)) \\
\geq -|w(x)||w(y)|(\phi(x) - \phi(y))^2 \\
\geq -4S^2(\phi(x) - \phi(y))^2.
\]

With the help of (B) this directly implies

\[
I_1 \geq -cS^2 \int_{B_\mu} \int_{B_\mu} |\phi(x) - \phi(y)|^2 |x - y|^{-d-\alpha} \, dx \, dy \\
\geq -cS^2(\bar{\rho} - \rho)^{-2} \int_{B_\mu} \int_{B_\mu} |x - y|^{2-\alpha-d} \, dx \, dy \\
\geq -cS^2(\bar{\rho} - \rho)^{-2} \mu^{2-\alpha} |B_\mu| \\
\geq -cS^2(\mu - \lambda)^{-2}
\]

Putting these three estimates together and using the fact that \( u \) is a supersolution we get

\[
(f, \eta) \geq -cS^2 \left( (\mu - \lambda)^{-2} + (\mu - \lambda)^{d-\alpha} \right) \\
+ cS(\mu - \lambda)^d \text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right).
\]

We obtain by the Hölder inequality with \( q' = \frac{q}{q-1} \) the inequality

\[
(f, \eta) = \int_{B_{\bar{\rho}}} f(x)(u(x) - 2S)\phi^2(x) \, dx \leq cS \| f \|_{L^q(B_{\bar{\rho}})} \mu^{d/q}.
\]

Therefore,

\[
\text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right) \\
\leq cS \left[ (\mu - \lambda)^{-2} + (\mu - \lambda)^{d-\alpha} \right] (\mu - \lambda)^{-d} \\
+ c(\mu - \lambda)^{-d} \| f \|_{L^q(B_{\frac{3\mu+\lambda}{4}})} \\
\leq c(\mu - \lambda)^{-2d-\alpha} \left( S + \| f \|_{L^q(B_{\frac{3\mu+\lambda}{4}})} \right),
\]

which is what we wanted to prove.

In the case \( S = 0 \) the claim of the lemma follows easily if we test with \( \eta = \phi \), where \( \phi \) is defined as above.

\[
\square
\]
11.5. Local boundedness of solutions

The aim of this section is to prove that weak solutions of corresponding elliptic equations are locally bounded. We use the same methods as we did in the local setting. The statements and the computations are a little more complicated because of the nonlocal terms. For the readers convenience we proceed in the same order as we did in the local case.

A Caccioppoli type estimate

The following theorem is a version of [DKP16, Theorem 1.4] in our setup. The proof is also adapted from there. It is the nonlocal version of Lemma 10.4.

**Theorem 11.8** (Caccioppoli inequality). Assume $f \in L^2_{\text{loc}}(B_1)$ and let $k$ be a symmetric kernel. Let $u \in V^k(B_1|\mathbb{R}^d)$ so that $E^k(u, \psi) \leq (f, \psi)$ for each nonnegative $\psi \in H^k_{B_1}(\mathbb{R}^d)$. Let $w = (u - \ell)_+$ for $\ell \in \mathbb{R}$. There exists a constant $c > 0$, independent of $u$ and $\ell$, such that the following inequality holds true for every $B_r(x_0) \subset B_1$ and each $\phi \in C_c^\infty(B_r(x_0))$:

$$\int_{B_r(x_0)} \int_{B_r(x_0)} |w(x)\phi(x) - w(y)\phi(y)|^2 k(x, y) \, dx \, dy \leq c \int_{B_r(x_0)} \int_{B_r(x_0)} \left( w^2(x) + w^2(y) \right) |\phi(x) - \phi(y)|^2 k(x, y) \, dx \, dy \quad (11.7)$$

$$+ c \int_{\mathbb{R}^d \setminus B_r(x_0)} \int_{B_r(x_0)} w(y)w(x)\phi^2(x)k(x, y) \, dx \, dy$$

$$+ (f, w\phi^2).$$

**Proof.** Let $B_r(x_0) \subset B_1$ and $u \in V^k(B_1|\mathbb{R}^d)$ satisfy $E^k(u, \psi) \leq (f, \psi)$ for every admissible nonnegative test function $\psi$. We plug $\psi = w\phi^2$ into the definition of a weak subsolution. Here $\phi \in C_c^\infty(B_r(x_0))$ is a nonnegative function. We obtain with $B_r = B_r(x_0)$ the estimate

$$(f, w\phi^2) \geq \int_{B_r} \int_{B_r} (u(x) - u(y))(w(x)\phi^2(x) - w(y)\phi^2(y))k(x, y) \, dx \, dy$$

$$+ 2 \int_{\mathbb{R}^d \setminus B_r} \int_{B_r} (u(x) - u(y))w(x)\phi^2(x)k(x, y) \, dx \, dy$$

$$= I_1 + 2I_2. \quad (11.8)$$

Let us further investigate the nonlocal term $I_2$. We see that

$$I_2 \geq - \int_{\mathbb{R}^d \setminus B_r} \int_{B_r} (u(y) - u(x))_+(u(x) - \ell)_+\phi^2(x)k(x, y) \, dx \, dy$$
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\[ \int_{R^d \setminus B_r} \int_{B_r} (u(y) - \ell)_+ (u(x) - \ell)_+ \phi^2(x)k(x,y) \, dx \, dy \leq - \int_{R^d \setminus B_r} \int_{B_r} w(y)w(x)\phi^2(x)k(x,y) \, dx \, dy. \] (11.9)

Next, let us consider the localized term \( I_1 \). An easy case analysis shows that

\[ (u(x) - u(y))(w(x)\phi^2(x) - w(y)\phi^2(y)) \geq (w(x) - w(y))(w(x)\phi^2(x) - w(y)\phi^2(y)). \]

We obtain by Lemma 11.1 for \( \varepsilon > 0 \) the estimate

\[ \phi^2(x) \geq \phi^2(y)(1 - \varepsilon) - \frac{1}{\varepsilon} (\phi(x) - \phi(y))^2. \]

Assuming \( w(x) > w(y) \) and plugging in \( \varepsilon = \frac{1}{2} \frac{w(x) - w(y)}{w(x)} \) gives

\[ (w(x) - w(y))w(x)\phi^2(x) \geq (w(x) - w(y))w(x)\phi^2(y) - \frac{1}{2} (w(x) - w(y))^2 \phi^2(y) \]
\[ - 2w^2(x)(\phi(x) - \phi(y))^2. \] (11.10)

It is also obviously true that

\[ (w(x) - w(y))w(x)\phi^2(x) \geq (w(x) - w(y))w(x)\phi^2(x) - \frac{1}{2} (w(x) - w(y))^2 \phi^2(y) \]
\[ - 2w^2(x)(\phi(x) - \phi(y))^2. \] (11.11)

Therefore, combining (11.10) and (11.11) leads to

\[ (w(x) - w(y))w(x)\phi^2(x) \geq (w(x) - w(y))w(x) \max\{\phi(x), \phi(y)\}^2 \]
\[ - \frac{1}{2} (w(x) - w(y))^2 \max\{\phi(x), \phi(y)\}^2 \]
\[ - 2w^2(x)(\phi(x) - \phi(y))^2, \] (11.12)

for \( w(x) > w(y) \). Note that (11.12) is obvious for \( w(x) = w(y) \). Hence, we may assume \( w(x) \geq w(y) \) in the following computation. From (11.12) we obtain

\[ (w(x) - w(y))(w(x)\phi^2(x) - w(y)\phi^2(y)) \]
\[ \geq (w(x) - w(y))w(x) \max\{\phi(x), \phi(y)\}^2 - (w(x) - w(y))w(y) \max\{\phi(x), \phi(y)\}^2 \]
\[ - \frac{1}{2} (w(x) - w(y))^2 \max\{\phi(x), \phi(y)\}^2 - 2w^2(x)(\phi(x) - \phi(y))^2 \]
\[ = \frac{1}{2} (w(x) - w(y))^2 \max\{\phi(x), \phi(y)\}^2 - 2w^2(x)(\phi(x) - \phi(y))^2. \]
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\[ \geq \frac{1}{4}(w(x) - w(y))^2(\phi^2(x) + \phi^2(y)) - 2(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2, \quad (11.13) \]

whenever \( w(x) \geq w(y) \). Note that the inequality (11.13) is symmetric in \( x \) and \( y \), i.e., we can exchange the roles of \( x \) and \( y \) to obtain the estimate (11.13) for the case \( w(y) > w(x) \).

In conclusion,

\[
I_1 \geq \int_{B_r} \int_{B_r} \frac{1}{4}(w(x) - w(y))^2(\phi^2(x) + \phi^2(y)) k(x,y) \, dx \, dy \\
- \int_{B_r} \int_{B_r} 2(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2 k(x,y) \, dx \, dy. \quad (11.14)
\]

By Lemma 11.2 we observe that

\[
(w(x)\phi(x) - w(y)\phi(y))^2 \leq 2(w(x) - w(y))^2(\phi^2(x) + \phi^2(y)) \\
+ 2(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2
\]
or equivalently

\[
\frac{1}{4}(w(x) - w(y))^2(\phi^2(x) + \phi^2(y)) \geq \frac{1}{8}(w(x)\phi(x) - w(y)\phi(y))^2 \\
- \frac{1}{4}(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2.
\]

Combining the last estimate with (11.14) we obtain the following lower bound for the localized double integral

\[
I_1 \geq \int_{B_r} \int_{B_r} \frac{1}{8}(w(x)\phi(x) - w(y)\phi(y))^2 k(x,y) \, dx \, dy \\
- \int_{B_r} \int_{B_r} \frac{9}{4}(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2 k(x,y) \, dx \, dy. \quad (11.15)
\]

Putting together (11.8),(11.9) and (11.15) gives

\[
(f, \omega \phi^2) \geq \int_{B_r} \int_{B_r} \frac{1}{8}(w(x)\phi(x) - w(y)\phi(y))^2 k(x,y) \, dx \, dy \\
- \int_{B_r} \int_{B_r} \frac{9}{4}(w^2(x) + w^2(y))(\phi(x) - \phi(y))^2 k(x,y) \, dx \, dy \\
- 2 \int_{R^d \setminus B_r} \int_{B_r} w(y)w(x)\phi^2(x) k(x,y) \, dx \, dy,
\]

which yields the claim of the theorem. ■
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An $L^2$-upper-level-set inequality

The following lemma is the starting point of our iteration. It is the nonlocal analogue of Lemma 10.5.

**Lemma 11.9.** Let $d \geq 2$, $\alpha \in (0, 2)$. Assume $f \in L^q(B_1)$ for some $q > \frac{d}{\alpha}$. Let $k$ be a
symmetric kernel that satisfies (A) and (B). Suppose $u \in V^k(B_1) \cap L^1((1 + |x|)^{-d - \alpha} \, dx)$ is
nonnegative and fulfills $\mathcal{E}^k(u, \psi) \leq (f, \psi)$ for every nonnegative $\psi \in H^k(B_1)$. Then
there are constants $c > 0$, depending only on $d, \alpha, q$ and the constants from (A) and (B)
and $\varepsilon \in (0, 1)$, depending only on $d, \alpha$ and $q$, such that the following estimate holds true
for all radii $\frac{1}{2} \leq \kappa < \lambda < \mu \leq 1$ and all constants $L > \ell > \ell > \sqrt{|B_1|} \|u\|_{L^2(B_1)}$:

$$(\tilde{\ell} - \ell)^2 \| (u - L) \|_{L^2(B_\alpha)}$$

$$\leq c \left[ (\lambda - \kappa)^{-2} + (\mu - \lambda)^{-d - \alpha} \right] \frac{\text{Tail} (u, 0, \frac{1}{2})}{\ell - \ell}$$

$$+ \frac{\| f \|_{L^q(B_1)}}{(\ell - \ell)^2} \| (u - \ell) \|_{L^2(B_\alpha)}^{\frac{1}{2}} \| (u - L) \|_{L^2(B_\alpha)},$$

(11.16)

If in addition $k$ satisfies (C) and $u$ fulfills $\mathcal{E}^k(u, \psi) = (f, \psi)$ for every $\psi \in H^k(B_1)$, then
for all $\frac{1}{4} \leq \kappa < \lambda < \mu \leq \frac{1}{2}$ and all constants $L > \ell > \ell > \sqrt{|B_1|} \|u\|_{L^2(B_1)}$:

$$(\tilde{\ell} - \ell)^2 \| (u - L) \|_{L^2(B_\alpha)}$$

$$\leq c \left[ (\lambda - \kappa)^{-2} + 1 + \frac{(\mu - \lambda)^{-2d - \alpha}}{\ell - \ell} \left( \text{Tail} u \|_{L^q(B_1)} + \| f \|_{L^q(B_1)} \right) \right]$$

$$+ \frac{\| f \|_{L^q(B_1)}}{(\ell - \ell)^2} \| (u - \ell) \|_{L^2(B_\alpha)}^{\frac{1}{2}} \| (u - L) \|_{L^2(B_\alpha)},$$

(11.17)

where $c$ also depend on the constant from (C). If $\alpha \in [a_0, 2)$, then the constants $c$ and $\varepsilon$
in (11.16) respectively (11.17) may be chosen to depend on $a_0$ but not on $\alpha$.

**Proof.** Let $\tilde{\ell} > 0$ and $0 < \mu \leq 1$ and $\phi \in C_c^\infty(B_\mu)$ with $0 \leq \phi \leq 1$. We use the notation
$w = (u - \tilde{\ell})_+$ and $2^* = \frac{2d}{d - \alpha}$. The Sobolev embedding, compare Corollary 2.21, and the
Caccioppoli inequality, see Theorem 11.8, yield

$$\left( \int_{B_\mu} |w(x)\phi(x)|^{2^*} \right)^{\frac{2}{2^*}} \leq c \int_{B_\mu} \int_{B_\mu} (w(x)\phi(x) - w(y)\phi(y))^2 k(x, y) \, dx \, dy$$

$$+ c \int_{B_\mu} |w(x)\phi(x)|^2 \, dx$$

$$\leq c \int_{B_\mu} \int_{B_\mu} w^2(x)(\phi(x) - \phi(y))^2 k(x, y) \, dx \, dy$$

$$+ c \int_{B_\mu} |w(x)\phi(x)|^2 \, dx$$

$$\leq c \int_{B_\mu} \int_{B_\mu} w^2(x)(\phi(x) - \phi(y))^2 k(x, y) \, dx \, dy$$
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+ c \int_{B_\mu} \int_{\mathbb{R}^d \setminus B_\mu} w(x)\phi^2(x)w(y)k(x, y) \, dy \, dx \\
+ c \int_{B_\mu} w^2(x)\phi^2(x) \, dx + c \int_{B_\mu} f(x)w(x)\phi^2(x) \, dx. \quad (11.18)

Using the Hölder inequality and the Young inequality with \(\delta \in (0, 1)\) we estimate the last term on the right-hand side in the following way

\[
\int_{B_\mu} f(x)w(x)\phi^2(x) \, dx \leq \|f\|_{L^q(\text{supp} \phi)} \left( \int_{B_\mu} |w(x)\phi(x)|^2 \right)^{\frac{q}{2}} |w\phi \neq 0|^{1 - \frac{2}{l_q} - \frac{1}{q}} \\
\leq \delta \left( \int_{B_\mu} |w(x)\phi(x)|^2 \right)^{\frac{q}{2}} \\
+ c(\delta)\|f\|_{L^q(\text{supp} \phi)}^2 |w\phi \neq 0|^{2(1 - \frac{2}{l_q} - \frac{1}{q})}. \quad (11.19)
\]

Combining (11.18) and (11.19) we receive

\[
\left( \int_{B_\mu} |w(x)\phi(x)|^2 \right)^{\frac{q}{2}} \leq c \left[ \int_{B_\mu} \int_{B_\mu} w^2(x)(\phi(x) - \phi(y))^2k(x, y) \, dx \, dy \\
+ \int_{B_\mu} w(x)\phi^2(x) \int_{\mathbb{R}^d \setminus B_\mu} w(y)k(x, y) \, dy \, dx \\
+ \int_{B_\mu} w^2(x)\phi^2(x) \, dx + \|f\|_{L^q(\text{supp} \phi)}^2 |w\phi \neq 0|^{2(1 - \frac{2}{l_q} - \frac{1}{q})} \right].
\]

Now (11.20) implies

\[
\int_{B_\mu} (w(x)\phi(x))^2 \, dx \leq \left( \int_{B_\mu} |w(x)\phi(x)|^2 \, dx \right)^{\frac{q}{2}} |w\phi \neq 0|^{1 - \frac{2}{l_q}} \\
\leq c \left[ \int_{B_\mu} \int_{B_\mu} w^2(x)(\phi(x) - \phi(y))^2k(x, y) \, dx \, dy \\
+ \int_{B_\mu} w(x)\phi^2(x) \int_{\mathbb{R}^d \setminus B_\mu} w(y)k(x, y) \, dy \, dx \\
+ \int_{B_\mu} w^2(x)\phi^2(x) \, dx + \|f\|_{L^q(\text{supp} \phi)}^2 |w\phi \neq 0|^{1 + \frac{2}{l_q} - \frac{2}{q}} \right] |w\phi \neq 0|^q. \quad (11.21)
\]

From now on let us assume

\[
|w\phi \neq 0| \leq 1, \quad (11.22)
\]

which will be verified later. Note that \(q > \frac{d}{\alpha}\) is equivalent to \(1 + \frac{\alpha}{q} - \frac{2}{l_q} > 1 - \frac{1}{q}\). By (11.22) we therefore have

\[
|w\phi \neq 0|^{1 + \frac{\alpha}{q} - \frac{2}{l_q}} |w\phi \neq 0|^q \leq |w\phi \neq 0|^{1 + \frac{\alpha}{q} - \frac{1}{q}}.
\]
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Also, \( q > \frac{d}{\alpha} \) implies \( \frac{q}{d} - \frac{1}{q} > 0 \). Thus, there exists \( \varepsilon \in (0,1) \) such that

\[
|w\phi \neq 0|^{1+\frac{2}{d}-\frac{2}{q}}|w\phi \neq 0|^{\frac{2}{d}} \leq |w\phi \neq 0|^{1+\varepsilon}
\]

and

\[
|w\phi \neq 0|^{\frac{2}{d}} \leq |w\phi \neq 0|^\varepsilon.
\]

Our estimate (11.21) becomes

\[
\int_{B_\mu} (w(x)\phi(x))^2 \, dx \leq c \left[ \int_{B_\mu} \int_{B_\mu} w^2(x)(\phi(x) - \phi(y))^2 k(x,y) \, dx \, dy \\
+ \int_{B_\mu} w(x)\phi^2(x) \int_{\mathbb{R}^d \setminus B_\mu} w(y)k(x,y) \, dy \, dx \\
+ \int_{B_\mu} w(x)\phi^2(x) \, dx + \|f\|_{L^q(\text{supp}\phi)}^2 |w\phi \neq 0| \right] |w\phi \neq 0|^\varepsilon,
\]

where \( F = \|f\|_{L^q(\text{supp}\phi)} \).

Let now \( \frac{1}{2} \leq \kappa < \lambda < \mu \leq 1 \). We specify our choice of the cutoff function \( \phi \). We take \( \phi \in C_0^\infty(B_\mu) \) so that \( \text{supp}(\phi) \subset B_\lambda, 0 \leq \phi \leq 1, \phi = 1 \) in \( B_\kappa \) and \( D\phi \leq \frac{C}{\lambda - \kappa} \). Let us introduce the notation

\[ A(\ell, r) = \{ x \in B_r | u \geq \ell \} \quad \text{for } \ell, r > 0. \]

The next step is to bound the terms in the right-hand side of (11.23). By applying Condition (B) we estimate

\[
I_1 \leq \frac{c}{(\lambda - \kappa)^2} \int_{A(\mu, \tilde{\ell})} \int_{B_\mu} (u(x) - \tilde{\ell})^2 |x - y|^{-d-\alpha+2} \, dy \, dx \\
\leq \frac{c}{(\lambda - \kappa)^2} \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx \\
\leq \frac{c}{2 - \alpha} (\lambda - \kappa)^{-2} \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx
\]

and

\[
I_2 \leq \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \sup_{x \in B_\lambda} \int_{\mathbb{R}^d \setminus B_\mu} u(y)|x - y|^{-d-\alpha} \, dy \, dx
\]

Now note that for \( x \in B_\lambda, y \in \mathbb{R}^d \setminus B_\mu \)

\[
\frac{|y|}{|x - y|} \leq \frac{|x - y| + |x|}{|x - y|} \leq 1 + \frac{\lambda}{\mu - \lambda}
\]
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\[ |x - y|^{-d - \alpha} \leq \left( \frac{\mu}{\mu - \lambda} \right)^{d + \alpha} |y|^{-d - \alpha}. \]  \hspace{1cm} (11.25)

Thus, we have

\[ I_2 \leq \left( \frac{\mu}{\mu - \lambda} \right)^{d + \alpha} \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \int_{\mathbb{R}^d \setminus B_\mu} u(y)|y|^{-d - \alpha} \, dy \]
\[ \leq (\mu - \lambda)^{-d - \alpha} \text{Tail} \left( u, 0, \frac{1}{2} \right) \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \, dx. \]  \hspace{1cm} (11.26)

Obviously

\[ I_3 \leq \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx. \]  \hspace{1cm} (11.27)

The left-hand side of (11.23) can be estimated by

\[ \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \phi^2(x) \, dx \geq \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx. \]  \hspace{1cm} (11.28)

The combination of (11.23) with (11.24), (11.26), (11.27) and (11.28) yields

\[ \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx \leq c \left[ \left( \frac{\alpha}{\mu - \lambda} \right)^{-d - \alpha} + 1 \right] \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx \]
\[ + (\mu - \lambda)^{-d - \alpha} \text{Tail} \left( u, 0, \frac{1}{2} \right) \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \]
\[ + F^2 |A(\lambda, \tilde{\ell})| |A(\lambda, \tilde{\ell})|^\epsilon. \]  \hspace{1cm} (11.29)

Let now \( L > \tilde{\ell} > \ell \), where a lower bound for \( \ell \) will be given later. Then we have

\[ |A(\lambda, \tilde{\ell})| \leq |A(\mu, \tilde{\ell})|, \]
\[ \int_{A(\mu, \tilde{\ell})} (u(x) - L)^2 \, dx \leq \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx, \]
\[ \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \leq \int_{A(\mu, \ell)} (u(x) - \ell) \, dx, \]
\[ \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell})^2 \, dx \leq \int_{A(\mu, \ell)} (u(x) - \ell)^2 \, dx, \]
\[ \int_{A(\mu, \tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \leq \frac{1}{\ell - \tilde{\ell}} \int_{A(\mu, \ell)} (u(x) - \ell)^2 \, dx, \]

and

\[ |A(\mu, \tilde{\ell})| = |B_\mu \cap \{ u \geq \tilde{\ell} \}| \]
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\[ = |B_\mu \cap \{ u - \ell \geq \tilde{\ell} - \ell \}| \]
\[ \leq \frac{1}{(\ell - \ell)^2} \int_{A(\mu,\ell)} (u(x) - \ell)^2 \, dx. \]

From (11.29) we obtain

\[ \int_{A(\kappa,L)} (u(x) - L)^2 \, dx \leq c \left[ (\lambda - \kappa)^{-2} + 1 + (\mu - \lambda)^{-d-\alpha} \frac{\text{Tail} \,(u, 0, \frac{1}{2})}{\ell - \ell} \right. \]
\[ \left. + \frac{F^2}{(\ell - \ell)^2} \right] \frac{1}{(\ell - \ell)^2} \left( \int_{A(\mu,\ell)} (u(x) - \ell)^2 \, dx \right)^{1+\varepsilon} \]

or

\[ \| (u - L)_{+, L^2(B_\mu)} \leq c \left[ (\lambda - \kappa)^{-2} + 1 + (\mu - \lambda)^{-d-\alpha} \frac{\text{Tail} \,(u, 0, \frac{1}{2})}{\ell - \ell} \right. \]
\[ \left. + \frac{F^2}{(\ell - \ell)^2} \right] \frac{1}{(\ell - \ell)^\varepsilon} \| (u - \ell)_{+} \|_{L^2(B_\mu)}^{1+\varepsilon}. \]

We recall that (11.31) only holds true if (11.22) is satisfied. But

\[ |w \phi \neq 0| = |A(\lambda, \tilde{\ell})| \leq \frac{1}{\tilde{\ell}} \int_{B_{\lambda}} u(x) \, dx \leq \frac{\sqrt{|B_1|}}{\ell} \| u \|_{L^2(B_\mu)}. \]

Therefore, we choose in (11.31)

\[ L > \tilde{\ell} > \ell > \sqrt{|B_1|} \| u \|_{L^2(B_\mu)}. \]

This finishes the proof of (11.16). The proof of (11.17) works analogously, we just need to modify the estimate of the term \( I_2 \). Here we we take \( \frac{1}{4} \leq \kappa < \lambda < \mu \leq \frac{1}{2} \) and start from the inequality (11.23).

We obtain the estimate

\[ I_2 \leq \int_{A(\mu,\tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \sup_{x \in B_\lambda} \int_{R^d \setminus B_\mu} u(y) k(x, y) \, dy \]
\[ \leq \int_{A(\mu,\tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \, \text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right) \]

From the first assertion of the lemma we already know \( \sup_{B_{1/2}} u < \infty \). With the help of Lemma 11.7 we compute

\[ I_2 \leq \int_{A(\mu,\tilde{\ell})} (u(x) - \tilde{\ell}) \, dx \, \text{Tail}_k \left( u, 0, \frac{1}{2}, \lambda, \mu \right) \]
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\[ \leq c(\mu - \lambda)^{-2d-\alpha} \left[ \sup_{B_\frac{1}{2}} u + \| f \|_{L^q(B_{3\alpha+\lambda})} \right] \int_{A(\mu, \ell)} (u(x) - \ell) \, dx. \]

Since the estimates of \( I_1, I_3 \) stay the same, we get analogously to the derivation of (11.31) for \( \frac{1}{4} \leq \kappa < \lambda < \mu \leq \frac{1}{2} \) and \( L > \ell > \sqrt{|B_{\frac{1}{2}}|} \| u \|_{L^2(B_{\frac{1}{2}})} \) the inequality

\[ \| (u - L)_+ \|_{L^2(B_\kappa)} \leq c \left[ (\lambda - \kappa)^{-2} + 1 + (\mu - \lambda)^{-2d-\alpha} \frac{\| f \|_{L^q(B_{3\alpha+\lambda})}}{\ell - \ell} \right] \frac{F^2}{(\ell - \ell)^2} \| (u - \ell)_+ \|_{L^2(B_\kappa)}^{1+\varepsilon} \frac{1+\varepsilon}{(\ell - \ell)^\varepsilon}. \]

This implies (11.17).

Control of the \( L^\infty \)-norm

The \( L^2 \)-upper-level-set inequality given in Lemma 11.9 is the starting point for our iteration procedure. This De Giorgi type iteration is done in the proof of the next theorem below. Note that the upcoming estimates contain an interpolation parameter \( \delta \in (0, 1) \). This \( \delta \) is important because it allows us later to reabsorb the supremum on the right-hand side of inequality (11.34). The local analogue of this result is stated in Theorem 10.6. For the nonlinear setting of the fractional \( p \)-Laplace operator, the analogous result can be found in [DKP16, Theorem 1.1]. The idea of our proof is taken from there.

Theorem 11.10. Let \( d \geq 2 \), \( \alpha \in (0, 2) \). Assume \( f \in L^q(B_1) \) for some \( q > \frac{d}{\alpha} \). Let \( k \) be a symmetric kernel that satisfies (A) and (B). Suppose \( u \in V^k(B_1) \cap L^1((1+|x|)^{-d-\alpha} \, dx) \) is nonnegative and satisfies \( E^k(u, \psi) \leq (f, \psi) \) for every nonnegative \( \psi \in H^k_B(\mathbb{R}^d) \). Then there is a constant \( c > 0 \), depending only on \( d, \alpha, q \) and the constants from (A) and (B), and \( \varepsilon \in (0, 1) \), depending only on \( d, \alpha \) and \( q \), such that the following estimate holds true for each \( B_r(x_0) \subset B_1 \) and every \( \delta \in (0, 1) \):

\[
\sup_{B_r(x_0)} u \leq c\delta^{-\frac{1}{2}} \left( \int_{B_r(x_0)} u^2(x) \, dx \right)^\frac{1}{2} + c\delta \text{Tail}(u, x_0, \frac{r}{2}) + c\delta^{\frac{\alpha}{1+\varepsilon}} \| f \|_{L^q(B_{\frac{r}{2}}(x_0))}. \quad (11.33)
\]
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If in addition \( k \) satisfies (C) and \( u \) fulfills \( E^k(u, \psi) = (f, \psi) \) for every \( \psi \in H^k_{B_1}(\mathbb{R}^d) \), then

\[
\sup_{B_{r/4}(x_0)} u \leq c \delta^{-\frac{1}{4}} \left( \frac{\int_{B_r(x_0)} |u(x)|^2 \, dx}{2} \right)^{\frac{1}{2}} + c \delta \sup_{B_{r/4}(x_0)} u + c \delta r^{-\frac{\alpha}{q}} \|f\|_{L^q(B_{4r}^{\frac{1}{4}}(x_0))},
\]  

(11.34)

where the constant \( c \) also depends on the constant from (C). If \( \alpha \in [\alpha_0, 2) \), then \( c \) and \( \varepsilon \) in (11.33) resp. (11.34) can be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

Proof. Let us first prove (11.33) and (11.34) for the case \( r = 1, x_0 = 0 \). We start with the proof of (11.33). Let

\[
\ell_j = \frac{1}{2} \left( 1 + \frac{1}{2^j} \right), \quad \ell_j = \ell_0 + \left( 1 - \frac{1}{2^j} \right) \ell
\]

with \( \ell_0 = c(d)\|u\|_{L^2(B_1)} \) and \( \ell > 0 \) to be specified later. We want to apply Lemma 11.9 with

\[
L = \ell_{j+1}, \quad \ell = \frac{\ell_{j+1} + \ell_j}{2}, \quad \ell = \ell_j,
\]

and

\[
\kappa = r_{j+1}, \quad \lambda = \frac{r_{j+1} + r_j}{2}, \quad \mu = r_j.
\]

This gives us

\[
\tilde{\ell} - \ell = c 2^{-j} \ell, \quad \lambda - \kappa = \mu - \lambda = \frac{1}{4} 2^{-j}.
\]

Thus, by (11.16) with \( A_j = \|(u - \ell_j)\|_{L^2(B_{\ell_j})} \) and \( \varepsilon \in (0, 1) \) as in Lemma 11.9

\[
2^{-j} \tilde{\ell} A_{j+1} \leq c \left[ 2^{2j} + 2^{j(d+\alpha)} + \ell^{-1} \text{Tail} \left( u, 0, \frac{1}{2} \right) + 2^j \ell^{-2} \|f\|_{L^q(B_{\ell})} \right] \frac{1}{2} A_j^{1 + \varepsilon}
\]

\[
\leq c 2^{j(d+\alpha+1)} \left[ 1 + \ell^{-1} \text{Tail} \left( u, 0, \frac{1}{2} \right) + \ell^{-2} \|f\|_{L^q(B_{\ell})}^2 \right] \frac{1}{2} A_j^{1 + \varepsilon}.
\]

(11.35)

Let \( \delta \in (0, 1] \) be given. Choose

\[
\tilde{\ell} > \delta \text{Tail} \left( u, 0, \frac{1}{2} \right) + \delta \|f\|_{L^q(B_{\ell})},
\]

(11.36)

Then (11.35) implies

\[
\tilde{\ell} A_{j+1} \leq c 2^{j(d+\alpha+1+\varepsilon)} \delta^{-1} A_j^{1 + \varepsilon},
\]

or with \( C = 2^{d+\alpha+1+\varepsilon} \)

\[
\left( \frac{A_{j+1}}{\ell} \right) \leq c C \delta^{-1} \left( \frac{A_j}{\ell} \right)^{1 + \varepsilon}.
\]
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We want to argue that $\ell$ can be chosen in such a way that (11.36) holds and that $A_j \to 0$ for $j \to \infty$.

If

$$\ell \geq \frac{A_0}{c} \frac{1}{d} \frac{1}{C} \frac{1}{\delta} + \delta \text{Tail} \left( u, 0, \frac{1}{2} \right) + \delta \|f\|_{L^q(B_{\frac{31}{64}})}$$

then we obtain from Lemma 10.2 that $A_j \to 0$ for $j \to \infty$.

By the Dominated Convergence Theorem, see Theorem 2.5, and continuity of the maximum function we get for almost every $x \in B_{\frac{1}{2}}$

$$0 = \lim_{j \to \infty} (u - \ell_j)_+ = (u - (\ell + \ell_0))_+,$$

that is

$$\sup_{B_{\frac{1}{2}}} u \leq c \delta^{-\frac{1}{2}} \left( \int_{B_1} u^2(x) \, dx \right)^{\frac{1}{2}} + \delta \text{Tail} \left( u, 0, \frac{1}{2} \right) + \delta \|f\|_{L^q(B_{\frac{31}{64}})}.$$

The proof of (11.34) works now analogously. Here we choose

$$r_j = \frac{1}{4} \left( 1 + \frac{1}{2^j} \right), \quad \ell_j = \ell_0 + \left( 1 - \frac{1}{2^j} \right) \ell,$$

with $\ell_0 = c(d)\|u\|_{L^2(B_{\frac{1}{2}})}$ and $\ell > 0$ to be specified later. We apply Lemma 11.9 with

$$L = \ell_{j+1}, \quad \ell = \frac{\ell_{j+1} + \ell_j}{2}, \quad \ell = \ell_j,$$

and

$$\kappa = r_{j+1}, \quad \lambda = \frac{r_{j+1} + r_j}{2}, \quad \mu = r_j.$$

Then $\ell - \ell = c2^{-j} \ell, \lambda - \kappa = \mu - \lambda = \frac{2^j}{8}$ and (11.17) with $A_j = \|(u - \ell_j)_+\|_{L^2(B_{r_j})}$ gives us

$$\frac{A_{j+1}}{\ell} \leq c2^{j(2d+\alpha+1+\varepsilon)} \left[ \sup_{B_{1/2}} u + \frac{\|f\|_{L^q(B_{31/64})}}{\ell} + \frac{\|f\|_{L^q(B_{31/64})}}{\ell^2} \right] \left( \frac{A_j}{\ell} \right)^{1+\varepsilon}.$$

For a given $\delta \in (0, 1]$ we now choose

$$\ell \geq \delta \sup_{B_{\frac{1}{2}}} u + \delta \|f\|_{L^q(B_{\frac{31}{64}})}.$$

Note that this choice is possible since by the first assertion (11.16) we know $\sup_{B_{\frac{1}{2}}} u < \infty$.

Plugging this into (11.39) leads to

$$\frac{A_{j+1}}{\ell} \leq c\delta^{-1} 2^{j(2d+\alpha+1+\varepsilon)} \left( \frac{A_j}{\ell} \right)^{1+\varepsilon}.$$
By Lemma 10.2 and the same reasoning as in the proof of (11.33) we conclude
\[
\sup_{B_{1/4}^2(x_0)} u \leq c\delta^{-\frac{1}{2}} \left( \int_{B_{1/2}} u^2(x) \, dx \right)^{\frac{1}{2}} + \delta \sup_{B_{1/2}^2} u + \delta \|f\|_{L^q(B_{\frac{1}{4}})} \tag{11.41}
\]
which finishes the proof for the case \(r = 1\) and \(x_0 = 0\).

Let now \(B_r(x_0) \subset B_1\). Consider \(J : B_1 \to B_r(x_0), J(x) = rx + x_0\) and set
\[
\tilde{u}(x) = u(J(x)), \quad \tilde{f}(x) = r^\alpha f(J(x)) \quad \text{and} \quad \tilde{k}(x, y) = r^{\alpha + d} k(J(x), J(y)).
\]
Note that since \(u\) is a weak subsolution in \(B_1\), it in particular is a weak subsolution in \(B_r(x_0) \subset B_1\). Therefore, we can apply Lemma 11.6. This together with (11.38) and (11.41) gives us
\[
\sup_{B_r^2(x_0)} u \leq \sup_{B_1^2} \tilde{u} \leq c\delta^{-\frac{1}{2}} \left( \int_{B_{1/2}} \tilde{u}^2(x) \, dx \right)^{\frac{1}{2}} + \delta \text{Tail} \left( \tilde{u}, 0, \frac{1}{2} \right) + \delta \|\tilde{f}\|_{L^q(B_{\frac{1}{2}}^r)}
\]
and
\[
\sup_{B_r^2(x_0)} u \leq \sup_{B_1^2} \tilde{u} \leq c\delta^{-\frac{1}{2}} \left( \int_{B_{1/2}} u^2(x) \, dx \right)^{\frac{1}{2}} + \delta \text{Tail} \left( u, x_0, \frac{r}{2} \right) + \delta r^{\alpha - \frac{d}{q}} \|f\|_{L^q(B_{\frac{1}{2}}^r(x_0))}
\]
which finishes the proof of the theorem. \(\blacksquare\)

In the next corollary we derive our desired local boundedness result, the counterpart of the weak Harnack inequality. The idea of the proof is to choose the free parameter \(\delta\) in the estimate (11.34) in the right way, so that well known interpolation tools lead to an inequality of the form mentioned in the iteration Lemma 10.1. The proof is analogous to the version in the local setting, see Theorem 10.3 and it is also analogous to parts of the proof of [DKP14, Theorem 1.1], see the paragraph \textit{Proof of the nonlocal Harnack inequality} in Section 4 of [DKP14].
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Corollary 11.11. Let \( d \geq 2, \alpha \in (0, 2) \) and \( B_r(x_0) \subset B_1 \). Assume \( f \in L^q(B_1) \) for some \( q > \frac{d}{\alpha} \) and let \( k \) be a kernel that satisfies (A), (B) and (C). Let \( u \in V^k(B_1) \cap L^1((1 + |x|)^{-d-\alpha} \, dx) \) such that \( u \geq 0 \) and \( \mathcal{E}^k(u, \psi) = (f, \psi) \) for every \( \psi \in H^k_{B_1}(\mathbb{R}^d) \). For each \( p \in (0, 2] \) there exists a constant \( c > 0 \), depending only on \( d, \alpha, q, p \) and the constants from (A), (B), (C), such that

\[
\sup_{B_r^2(x_0)} u \leq c \left( \int_{B_r^2(x_0)} u^p(x) \, dx \right)^{\frac{1}{p}} + cr^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))}.
\]

If \( \alpha \in [\alpha_0, 2) \), then \( c \) can be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

Proof. Let \( \frac{1}{2} \leq t < s \leq 1 \), which in particular implies \( s - t < t \). Then we know from the first assertion of Theorem 11.10 that

\[
\sup_{B_{r/2}^1(x_0)} u \leq \sup_{B_r^2(x_0)} u < \infty.
\]

From the second assertion of Theorem 11.10 we conclude with \( \gamma = \frac{1}{\tilde{c}} \)

\[
\sup_{B_{r/2}^1(x_0)} u \leq c\delta^{-\gamma} \left( \int_{B_{r/2}^1(x_0)} u^2 \, dx \right)^{\frac{1}{2}} + c\delta \sup_{B_{r/2}^1(x_0)} u + c\delta r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))}
\]

\[
\leq c\delta^{-\gamma} \left( \frac{2s}{2t} \right)^{\frac{d}{2}} \left( \int_{B_{r/2}^1(x_0)} u^2 \, dx \right)^{\frac{1}{2}} + c\delta \sup_{B_{r/2}^1(x_0)} u + c\delta r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))}
\]

\[
\leq c\delta^{-\gamma} \left( \frac{1}{s-t} \right)^{\frac{d}{2}} \left( \int_{B_{r/2}^1(x_0)} u^2 \, dx \right)^{\frac{1}{2}} + c\delta \sup_{B_{r/2}^1(x_0)} u + c\delta r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))}
\]

\[
\leq c\delta^{-\gamma} \left( \frac{\sup_{B_{r/2}^1(x_0)} u}{(s-t)^{\frac{d}{2}}} \right)^{\frac{2-p}{2}} \left( \int_{B_{r/2}^1(x_0)} u^p \, dx \right)^{\frac{1}{p}} + c\delta \sup_{B_{r/2}^1(x_0)} u + c\delta r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))},
\]

(11.42)

where \( p \in (0, 2] \). If \( p \in (0, 2) \) we can choose \( \delta = \frac{1}{4c} \) and apply the Young inequality with \( \tilde{p} = \frac{2}{2-p} \) and \( \tilde{q} = \frac{2}{p} \) to obtain

\[
\sup_{B_{r/2}^1(x_0)} u \leq \frac{1}{2} \sup_{B_{r/2}^1(x_0)} u + \frac{1}{4} r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))} + \frac{c(p)}{(s-t)^{\frac{d}{2}}} \left( \int_{B_{r/2}^1(x_0)} u^p \, dx \right)^{\frac{1}{p}}
\]

\[
\leq \frac{1}{2} \sup_{B_{r/2}^1(x_0)} u + \frac{1}{4} r^\alpha - \frac{d}{q} \|f\|_{L^q(B_{31r}^1(x_0))} + \frac{c(p)}{(s-t)^{\frac{d}{2}}} \left( \int_{B_{r/2}^1(x_0)} u^p \, dx \right)^{\frac{1}{p}}.
\]

(11.43)
11. Local boundedness and Harnack inequalities for nonlocal operators

Note that the constant in front of the averaged $L^p$-norm depends on $p$. If $p = 2$, then (11.43) follows from (11.42) by choosing $\delta = \frac{1}{16}$.

Now we can apply Lemma 10.1 with

$$T_0 = \frac{r}{8}, \quad T_1 = \frac{r}{4}, \quad f(t) = \sup_{B_{T_1}(x_0)} u, \quad \nu = \frac{d}{p},$$

$$B = \frac{1}{4} r^{\alpha - \frac{d}{q}} \|f\|_{L^q(B_{31/64}(x_0))}, \quad A = c \left( \int_{B_{\frac{r}{8}}} u^p \, dx \right)^{\frac{1}{p}},$$

in order to get

$$\sup_{B_{T_0}(x_0)} u \leq c \left( \int_{B_{T_1}(x_0)} u^p \, dx \right)^{\frac{1}{2}} + cr^{\alpha - \frac{d}{q}} \|f\|_{L^q(B_{31/64}(x_0))},$$

which is what we claimed. ■

11.6. Harnack inequalities

In this section we prove a full Harnack inequality for weak solutions. The proof combines our local boundedness result with the weak Harnack inequality established in [DK20], which we also used in Part II of this thesis. For our own convenience we recall the weak Harnack inequality using the notation $\inf$ for the essential infimum.

**Theorem 11.12** (weak Harnack inequality). Let $d \geq 2, \alpha \in (0, 2)$. Assume $f \in L^q(B_1)$ for $q > \frac{d}{\alpha}$. Let $k$ be a symmetric kernel that satisfies (A), (B) and (C). Suppose $u \in V^k(B_1; \mathbb{R}^d)$ is a nonnegative function that fulfills $E_k(u,\psi) \geq (f,\psi)$ for each nonnegative $\psi \in H^k_{B_1}(\mathbb{R}^d)$. Then there exist constants $c > 0$ and $p_0 \in (0,1)$, independent of $u$, such that for every $B_r(x_0) \subset B_1$

$$\inf_{B_{r/2}(x_0)} u \geq c \left( \int_{B_{r/2}(x_0)} |u(x)|^{p_0} \, dx \right)^{\frac{1}{p_0}} - cr^{\alpha - \frac{d}{q}} \|f\|_{L^q(B_{31/64}(x_0))}.$$  

**Proof.** The claim follows from [DK20, Theorem 4.1] and a scaling argument. ■

**Theorem 11.13.** Let $d \geq 2, \alpha \in (0, 2)$. Assume $f \in L^q(B_1)$ for $q > \frac{d}{\alpha}$. Let $k$ be a symmetric kernel that satisfies (A), (B) and (C). Then there exists a positive constant
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c such that for each nonnegative \( u \in V^k(B_1 | \mathbb{R}^d) \cap L^1((1 + |x|)^{-d-\alpha} \, dx) \) that has the property \( \mathcal{E}^k(u, \psi) = (f, \psi) \) for every \( \psi \in H_{B_1}^k(\mathbb{R}^d) \), the following inequality holds for every \( B_r(x_0) \subset B_1 \):

\[
\sup_{B_r(x_0)} u \leq c \inf_{B_r(x_0)} u + cr^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{\frac{r}{3r}}(x_0))},
\]

(11.44)

If \( \alpha \in [\alpha_0, 2) \), then the constant \( c \) may be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

Proof. We write \( B_r = B_r(x_0) \). The combination of Corollary 11.11 with Theorem 11.12 gives us

\[
\sup_{B_r} u \leq c \left( \int_{B_r} |u(x)|^p \, dx \right)^{\frac{1}{p_0}} + cr^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{\frac{r}{3r}}(x_0))}
\]

\[
\leq c \inf_{B_r} u + cr^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{\frac{r}{3r}}(x_0))}
\]

\[
\leq c \inf_{B_r} u + cr^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{\frac{r}{3r}}(x_0))},
\]

what we wanted to prove.

Note that (11.44) reduces to the classical Harnack inequality if we consider the case \( f = 0 \).

Let us now drop the assumption that \( u \) is nonnegative almost everywhere on \( \mathbb{R}^d \) and replace it with a nonnegative assumption on the unit ball.

Theorem 11.14. Let \( d \geq 2, \alpha \in (0, 2) \). Assume \( f \in L^q(B_1) \) for \( q > \frac{d}{\alpha} \). Let \( k \) be a symmetric kernel that satisfies (A), (B) and (C). Then there exists a positive constant \( c \) such that for each \( u \in V^k(B_1 | \mathbb{R}^d) \cap L^1((1 + |x|)^{-d-\alpha} \, dx) \) that satisfies \( u \geq 0 \) in \( B_1 \) and \( \mathcal{E}^k(u, \psi) = (f, \psi) \) for every \( \psi \in H_{B_1}^k(\mathbb{R}^d) \), the following inequality holds for every \( B_r(x_0) \subset B_1 \):

\[
\sup_{B_r(x_0)} u \leq c \inf_{B_r(x_0)} u + c \sup_{x \in B_{\frac{r}{16}}(x_0)} \left( \int_{\mathbb{R}^d \setminus B_1} u_-(y) k(x, y) \, dy \right) + cr^{\alpha - \frac{d}{q}} \| f \|_{L^q(B_{\frac{r}{3r}}(x_0))},
\]

(11.45)

If \( \alpha \in [\alpha_0, 2) \), then \( c \) can be chosen to depend on \( \alpha_0 \) but not on \( \alpha \).

Proof. We prove the claim for \( B_r(x_0) = B_1 \). The assertion then follows by a scaling argument. Set \( u = u_+ - u_- \), where \( u_+ = \max(0, u) \) and \( u_- = -\min(0, u) \). Then

\[
\mathcal{E}^k(u_+, \phi) = \mathcal{E}^k(u_-, \phi) + (f, \phi)
\]
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\[
\int_{B_1} f(x) \phi(x) \, dx - 2 \int_{B_1} \int_{R^d \setminus B_1} u_-(y) \phi(x) k(x, y) \, dy \, dx = \int_{B_1} \phi(x) \left[ f(x) - 2 \int_{R^d \setminus B_1} u_-(y) k(x, y) \, dy \right] \, dx
\]

for every \( \phi \in H^1_{B_1}(R^d) \). Set

\[
\hat{f} : R^d \to R, \quad \hat{f}(x) = f(x) - 2 \int_{R^d \setminus B_1} u_-(y) k(x, y) \, dy.
\]

Suppose that \( \hat{f} \in L^q(B_1) \). Then the function \( u_+ \) satisfies all conditions of Theorem 11.13 with \( f \) replaced by \( \hat{f} \). On the other hand, if \( \sup_{B_{1/2}} \hat{f} = \infty \), then the assertion of Theorem 11.13 is obvious for \( u_+ \). In any case we can deduce

\[
\sup_{B_1} u = \sup_{B_1} u_+ \leq c \inf_{B_1} u_+ + c \| \hat{f} \|_{L^q(B_{1/2})}
\]

\[
\leq c \inf_{B_1} u + c \sup_{B_{1/2}} \left( \int_{R^d \setminus B_1} u_-(y) k(x, y) \, dy \right) + c \| \hat{f} \|_{L^q(B_{1/2})}.
\]

The statement of the theorem follows now by scaling.

**Remark.** Using Lemma 11.6 one can replace the unit ball \( B_1 \) in all the assertions of Section 11.6 by some arbitrary ball \( B_R(\xi_0) \subset R^d \) and the assumptions (A), (C) by \((A, \xi_0, R)\) and \((C, \xi_0, R)\). Then one will recover a full Harnack inequality with tail terms for weak solutions in \( B_R(\xi_0) \). The constant \( c \) in (11.45) however stays the same as in the case of the unit ball. We emphasize in particular that there is no dependence of \( c \) on \( R \).

At the end of this section we provide a more classical version of the Harnack inequality for nonnegative solutions to equations without a right-hand side.

**Theorem 11.15.** Let \( d \geq 2, \alpha \in (0, 2) \) and \( B_R(\xi_0) \subset R^d \) any ball. Let \( k \) be a symmetric kernel that satisfies (A, \( \xi_0, R \)), (B) and (C, \( \xi_0, R \)). Assume \( u \in V^k(\Omega) \cap L^1((1 + |x|)^{-d-\alpha}) \) is nonnegative and satisfies \( E^k(u, \psi) = 0 \) for every \( \psi \in H^k_{B_R(\xi_0)}(R^d) \). Suppose \( \Omega \subset R^d \) and \( \Omega \subset B_R(\xi_0) \). There is a constant \( c > 0 \), independent of \( u \), such that

\[
\sup_{\Omega} u \leq c \inf_{\Omega} u. \tag{11.46}
\]

**Proof.** The proof uses a standard covering argument. Set \( \rho = \text{dist}(\Omega, B_R(\xi_0)) > 0 \). Cover up \( \Omega \) with a finite family of balls \( B_i \subset B_R(x_0) \) of radius \( \rho/2 \) so that for every ball \( B_i \) there is another ball \( B_j \) with \( B_i \cap B_j \neq \emptyset \). From Theorem 11.13 and a scaling argument we know \( \sup_{B_i} \leq c \inf_{B_i} \) for every \( i \). If now \( x, y \in \Omega \), then we can construct a chain of points
$x = x_1, x_2, ..., x_n = y$ so that for every $i \in \{1, ..., n\}$, $x_i$ and $x_{i+1}$ are in the same ball $B_i$ of the family $\{B_i\}$. Now

$$u(x) \leq \sup_{B_i} u(x) \leq c \inf_{B_i} u(x) \leq \cdots \leq c^{n-1} \inf_{B_{n-1}} u(x) \leq c^n u(y).$$

The assertion of the theorem follows.
12. Examples and a counterexample

In this chapter we provide examples of kernels that satisfy our Condition (A), Condition (B) and Condition (C). We refer to these examples as positive examples. A consequence from the previous chapter is that corresponding weak solutions satisfy a Harnack inequality.

We also present a class of kernels that does not satisfy Condition (C).

In the following we often consider $d$-regular sets.

**Definition 12.1.** A nonempty set $F \subset \mathbb{R}^d$ is called $d$-regular if there exists $\gamma \geq 1$ such that for all $x \in F$ and all $0 < r \leq 1$

$$\gamma^{-1} r^d \leq |F \cap B_r(x)| \leq \gamma r^d.$$  \hspace{1cm} (12.1)

**Remark.** A reference for further reading on $d$-regular sets is [JW84]. Here the authors first define $d$-measures on nonempty closed sets $F$. Then $F$ is called a $d$-set if such a $d$-measure exists on $F$. In our definition we simplify the situation by taking always the Lebesgue measure on $F$ as $d$-measure, that is, $F$ is a $d$-set (in the sense of [JW84, Chapter II.1] with $d$-measure $\mathbb{I}_F(x) dx$.

12.1. Kernels corresponding to a configuration

This section deals with kernels corresponding to admissible configurations $\Gamma$ as defined in Part II of this thesis. As in Part II we use the notation $V^\Gamma(x) = \Gamma(x) + x$. For $\alpha \in (0, 2)$ we consider kernels of the following form

$$k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty], \quad k(x, y) \asymp \left( \mathbb{1}_{V^\Gamma_{|x|}}(y) + \mathbb{1}_{V^\Gamma_{|y|}}(x) \right) |x - y|^{-d - \alpha}. \hspace{1cm} (12.2)$$

Obviously, Condition (B) is satisfied for $k$. From Theorem 8.1 it follows that Condition (A) is also fulfilled. Therefore, we only need to investigate whether Condition (C) holds true or not.

**A positive example.** Let us assume that $\mathbb{R}^d$ is split by a hyperplane $H$ into two regions $H_1$ and $H_2$. Let $\Gamma$ be an admissible configuration such that $\Gamma(\mathbb{R}^d) = \{V^1, V^2\}$ and $\Gamma(H_1) = \{V^1\}, \Gamma(H_2) = \{V^2\}$. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be measurable with

$$k(x, y) \asymp \left( \mathbb{1}_{V^\Gamma_{|x|}}(y) + \mathbb{1}_{V^\Gamma_{|y|}}(x) \right) |x - y|^{-d - \alpha}. \hspace{1cm} (12.2)$$
Since $V^1$ and $V^2$ are both $d$-regular sets, we can choose a constant $\gamma \geq 1$ such that (12.1) holds for $F = V^1$ respectively $F = V^2$ with the same constant $\gamma$. Then $\gamma$ depends on the minimum of both apex angles of the cones. Let us emphasize that the radius in (12.1) needs not to be bounded from above by 1, that is, (12.1) holds true for all radii $r > 0$.

A consequence of the ensuing lemma is that the kernels above enjoy Condition (C).

**Lemma 12.2.** Let $k$ be an integral kernel as in (12.2). There is a constant $c > 0$ such that for every $x, y \in \mathbb{R}^d$ and every radius $0 < r \leq \frac{|x-y|}{2}$ it holds

$$
\int_{B_r(x)} \left( \mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(y) \right) \, dz \geq c \left( \mathbb{1}_{V^1(x)}(y) + \mathbb{1}_{V^2(x)}(y) \right).
$$

**Proof.** Let $x, y \in \mathbb{R}^d$ and $0 < r \leq \frac{|x-y|}{2}$. Suppose $\mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(x) \geq 1$. Then we can distinguish two cases. First, we assume $\mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(y) \geq 1$, that is, $x \in V^1[y]$. Since a double cone is $d$-regular, this implies $|B_r(x) \cap V^1[y]| \geq \tilde{\gamma} r^d$, where the constant $\tilde{\gamma} > 0$ depends only on the dimension $d$ and on the apex angle of $\Gamma(y)$. Therefore

$$
\int_{B_r(x)} \left( \mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(z) \right) \, dz \geq \int_{B_r(x)} \mathbb{1}_{V^2(z)}(z) \, dz = |B_r(x) \cap V^1[y]| \geq \tilde{\gamma} r^d \geq \tilde{\gamma} r^d \left( \mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(y) \right).
$$

Now let us consider the second case. We assume $x, y \in \mathbb{R}^d$ are given such that $\mathbb{1}_{V^1(z)}(y) = 1$ and $\mathbb{1}_{V^2(z)}(x) = 0$. This implies $y \in V^1[x]$ and $\Gamma(x) \neq \Gamma(y)$.

We may and do assume $\Gamma(x) = V^1$ and $\Gamma(y) = V^2$.

For simplicity we restrict ourselves to the case that $V_1[z] \cap H_1$ is a connected set for every $z \in H$. The other case can be treated similarly.

We easily find a single cone $\tilde{V}$ that satisfies the following property: If $y \in H_2$, then $\tilde{V}[z] \subset V^1[y]$ for every $z \in H$, see Figure 12.1. The cone $\tilde{V}$ does only depend on the configuration $\Gamma$. As a consequence, the set $\tilde{V}$ is $d$-regular and the constant $\gamma \geq 1$ in (12.1) depends only on $\Gamma$.

Assume now $\mathbb{1}_{V^1[z]}(y) = 1$. Then $x \in V^1[y]$ and there exists $z \in H$ such that $x \in \tilde{V}[z]$. By the $d$-set property of $\tilde{V}[z]$ we conclude

$$
\int_{B_r(x)} \left( \mathbb{1}_{V^1(z)}(y) + \mathbb{1}_{V^2(z)}(z) \right) \, dz \geq |B_r(x) \cap V^1[y]| \geq |B_r(x) \cap \tilde{V}[z]| \geq \gamma^{-1} r^d.
$$

The claim of the lemma follows with $c = \tilde{\gamma} \wedge \gamma^{-1}$, which depends only on $\Gamma$.  
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If now \( x \in B_1, y \in \mathbb{R}^d \) and \( z \in B_r(x) \) for \( 0 \leq r \leq \left( \frac{|x-y|}{2} \wedge \frac{1}{4} \right) \), then \( |x - y| \approx |z - y| \). This yields the upcoming corollary.

**Corollary 12.3.** Let \( k \) be an integral kernel as in (12.2). Then \( k \) satisfies Condition (C).

A counterexample. In general, we cannot expect Condition (C) to hold true for kernels arising from configurations. In the following paragraph we give a counterexample. The verification of this counterexample seems rather technical but the idea behind it can easily be understood. We consider a configuration that separates \( \mathbb{R}^d \) into two regions. The catch is that our Condition (C) does not allow the boundary of any of the regions to differ to much from a hyperplane. Our counterexample even includes corner points.

We consider \( d = 2 \). We look at the admissible configuration \( \Gamma \) with \( \Gamma(\mathbb{R}^2) = \{V^1, V^2\} \) and

\[
H_1 = \Gamma^{-1}(V^1) = \{(x, y) \mid x_1 \geq 0, x_2 \geq 0\}, \quad H_2 = \mathbb{R}^2 \setminus H_1.
\]

Denote by \( \{e_1, e_2\} \) the standard basis of \( \mathbb{R}^2 \). The double cone \( V^2 \) shall have symmetry.
axis $v_2 = \lambda e_1$ and a very small apex angle $\vartheta_2 \ll \frac{\pi}{4}$. The double cone $V^1$ shall have symmetry axis $v_1 = e_1 \cos\left(\frac{5}{8} \pi\right) + e_2 \sin\left(\frac{5}{8} \pi\right)$ and angle $\vartheta_1 \leq \frac{\pi}{8}$.

Before we state the formal proof we want to give a brief explanation of the phenomenon behind this counterexample. Note that we can take a point $y \in \partial V^1$ so that $|(V^1 + y) \cap H_1| = 0$, see Figure 12.2. Moreover, since $\vartheta_2$ is small, $y$ can be chosen so that $y \notin V^2 + z$ for any $z \in B_r(x)$, where $0 < r \leq \frac{|x-y|}{2}$. This already gives a hint that Condition (C) cannot hold in this case. Since we exclude nullsets in Condition (C), we have to work a little bit more to prove that Condition (C) is violated. Our hint from Figure 12.2 can be understood as the limit case for $n \to \infty$ in the formal proof that follows below.

Figure 12.2.: Counterexample for kernels generated by a configuration

We aim at showing the following assertion.

For every $C > 0$ there are $0 < \lambda < \mu \leq \frac{1}{2}, x_0 \in B_1$ and sets of positive measure $M_1 \subset B_\lambda(x_0), M_2 \subset (\mathbb{R}^2 \setminus B_\mu(x_0))$ such that for each $x \in M_1$ and every $y \in M_2$ it holds

$$\int_{B_{\mu + \lambda}(x_0)} \left(1_{V^1}[x](y) + 1_{V^1}[y](x) \right) dx < C|\mu - \lambda|^2 \left(1_{V^2}[x](y) + 1_{V^2}[y](x) \right). \quad (12.3)$$

Then it follows from Proposition 11.5 that Condition (C) cannot hold for $k$.

For the present example we can even show that there are universal constants $\lambda, \mu$ and a universal $x_0 \in B_1$ such that (12.3) holds for all $C > 0$. Take $x_0 = 0, \mu = \frac{1}{2}, \lambda = \frac{1}{4}$. Let
$n \in \mathbb{N}$. We consider the cube $A_1(\frac{1}{2n}, \frac{1}{2n})$ with center $(\frac{1}{2n}, \frac{1}{2n})$ and side length $\frac{1}{n}$ and set $M_1 = A_1(\frac{1}{2n}, \frac{1}{2n})$. The latter is a subset of $B_1(x_0)$ provided that $n$ is large enough. Now we construct the set $M_2$. Let $V = \bigcap_{x \in M_1} (V^1 + x)$. We know from Lemma 6.13 that $V$ contains the double half cone $V^1_{\sqrt{2}} + (\frac{1}{2n}, \frac{1}{2n})$. We only consider a subset of this double half cone, namely

$$\tilde{V} = V^1_{\sqrt{2}} + \left( \frac{1}{2n}, \frac{1}{2n} \right) \cap \{(x, y) \mid y \geq 0 \}.$$ 

Then $\tilde{V}$ is a (single) cone with apex at some point $\tilde{x} \in \mathbb{R}^2$ and symmetry axis $v_1$. We can write the straight line $\{ \lambda v_1 + \tilde{x} \mid \lambda \in \mathbb{R} \}$ as a graph of some function $g$. For $\varepsilon > 0$ consider the set $\tilde{V}(\varepsilon)$ of all points in $\tilde{V}$ that have distance at most $\varepsilon$ to the boundary of $\tilde{V}$ and that lie below the straight line $\{ \lambda v_1 + \tilde{x} \mid \lambda \in \mathbb{R} \}$, that is,

$$\tilde{V}(\varepsilon) = \{ x \in \tilde{V} \mid \text{dist}(x, \partial \tilde{V}) < \varepsilon \} \cap \{(x_1, x_2) \in \tilde{V} \mid x_2 < g(x_1) \}.$$ 

Now set

$$M_2 = M_2(n) = (\mathbb{R}^2 \setminus B_1) \cap \tilde{V} \left( \left( \frac{1}{n} - \frac{1}{2n} \right) \sqrt{2} \right) = (\mathbb{R}^2 \setminus B_1) \cap \tilde{V} \left( \frac{\sqrt{2}}{2n} \right).$$ 

This construction guarantees that every $y \in M_2$ is in particular an element of $V^1_{\sqrt{2}} + (\frac{1}{2n}, \frac{1}{2n})$ but not of $V^1_{\sqrt{2}} + (\frac{1}{2n}, \frac{1}{2n})$. Thus, we have for each $y \in M_2$ the property

$$M_1 = A_1 \left( \frac{1}{2n}, \frac{1}{2n} \right) \subset V_1 + y \subset A_2 \left( \frac{1}{2n}, \frac{1}{2n} \right).$$ 

(12.4) 

Suppose now that $C > 0$ is some given number. We see that the right-hand side of (12.3) is equal to $C4^{-2}$ for $x \in M_1$ and $y \in M_2$. We note that $1_{V^1_{[y]}}(x) = 0$ for all $x \in M_1, y \in M_2$ by construction. For the left-hand side we conclude from (12.4)

$$\int_{B_1(x_0)} \left( 1_{V^1_{[y]}}(y) + 1_{V^1_{[y]}}(z) \right) dz \leq \int_{B_1(x_0)} 1_{V^1_{[y]}}(z) dz \leq \frac{c}{n^2},$$ 

(12.5) 

whenever $x \in M_1, y \in M_2$. Here $c$ is a constant depending only on $\vartheta_1$. If we choose $n$ sufficiently large, then we see that (12.3) is satisfied.

This counterexample can easily be generalized to any dimension greater than two.

Remark. The above example is important. In contrast to the assertions made in [CKW20, Example 1.3] it shows that the parabolic Harnack inequality for the corresponding kernel does not hold true.

12.2. Translation invariant kernels

A function $f$ on the product space $\mathbb{R}^d \times \mathbb{R}^d$ is called translation invariant if the value of $f$ at the point $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$ depends only on the difference $x - y \in \mathbb{R}^d$. In that case,
12. Examples and a counterexample

$f$ can be considered as a function on $\mathbb{R}^d$ and by a slight abuse of notation we may write $f(x,y) = f(x - y)$.

In this short subsection we consider translation invariant kernels.

Positive examples

For $\alpha \in (0,2)$ we deal with kernels of the form

$$k(x) \asymp \mathbf{1}_S(x)|x|^{-d-\alpha}, \quad (12.6)$$

where the set $S$ is symmetric in the sense $S = -S$.

**Lemma 12.4.** If $k$ is a kernel of the form (12.6), where $S \in \mathcal{B}(\mathbb{R}^d)$ is symmetric, then $k$ satisfies Condition (C) if and only if there is $C > 0$ so that for almost every $x \in \mathbb{R}^d, x \neq 0$ and all $0 < r \leq \left(\frac{|x|}{2} \wedge \frac{1}{4}\right)$:

$$\text{If } x \in S, \text{ then } r^d \leq C|B_r(x) \cap S|. \quad (12.7)$$

**Proof.** Let $x \in B_1, y \in \mathbb{R}^d$ with $x \neq y$. Assume $0 < r \leq \left(\frac{|x-y|}{2} \wedge \frac{1}{4}\right)$. Note that $|x-y|$ is comparable to $|z-y|$ for all $z \in B_r(x)$. Thus, we have for some $C > 0$

$$(C) \iff r^d \mathbf{1}_S(x-y) \leq C \int_{B_r(x)} \mathbf{1}_S(z-y) \, dz$$

$$\iff r^d \mathbf{1}_S(x-y) \leq C|B_r(x-y) \cap S|.$$ 

Renaming $x-y$ by $x$ leads to (12.7). Starting from (12.7) one can use the display above to deduce Condition (C) for $k$. 

**Remark.** We point out that (12.7) trivially holds true if $S$ is $d$-regular.

Condition (B) is obviously satisfied for kernels of the form (12.6). In order to have condition (A) satisfied, we can apply recent results from [DK20, Theorem 1.6 and Proposition 6.13]. Putting everything together we obtain the following corollary.

**Corollary 12.5.** Let $S$ be symmetric and assume $S$ satisfies (12.7). Furthermore, suppose that $S$ fulfills one of the following two conditions:

1. The measure $\nu_\ast(dz) = \mathbf{1}_S(z)|z|^{-d-\alpha} \, dz$ is nondegenerate and satisfies $\nu_\ast(rB) = r^{-\alpha}\nu_\ast(B)$ for any measurable set $B \subset \mathbb{R}^d$.

2. There exist $a > 1$, a positive constant $C$ and $x_n \in (a^{-n}\xi_n, a^{-n+1}\xi_n)$ for $\xi_n \in S^{d-1}, n \in \mathbb{N}_0$, such that $\bigcup_{n \in \mathbb{N}_0} B_{Ca^{-n}}(x_n) \subset S$. 

144
Then the kernel \( k \) with \( k(z) \propto 1_S(z)|z|^{-d-\alpha} \) satisfies (A), (B) and (C).

**Remark.** The notation for the measure \( \nu \) is chosen such that it is consistent with the notation in [DK20].

Note that the condition (12.7) is automatically fulfilled if \( S \) is equal to the symmetrized union of balls as described in item 2. This is the statement of the next corollary.

**Corollary 12.6.** Let \( a > 0 \) and \( C > 0 \). Let \((x_n)\) be a sequence with \( x_n = C_n \xi_n \) for some \( \xi_n \in S^{d-1} \), \( C_n \in (a^{-n+1}, a^{-n}) \), \( n = 0, 1, ... \) Assume \( S = \bigcup_{n \in \mathbb{N}_0} B_{Ca^{-n}}(x_n) \). Then every kernel

\[
k(z) \propto 1_{S \cup (-S)}(z)|z|^{-d-\alpha}
\]

satisfies (A), (B) and (C).

**Proof.** By definition the kernel \( k \) is symmetric. Let \( x \in S \cup (-S) \). Then there is \( n \in \mathbb{N}_0 \) so that \( x \in B_{Ca^{-n}}(x_n) \). It follows

\[
|B_r(x) \cap (S \cup (-S))| \geq |B_r(x) \cap B_{Ca^{-n}}(x_n)| \geq cr^d
\]

for every \( 0 < r < Ca^{-n} \) and some constant \( c > 0 \), depending only on \( d \). But \( |x| \leq |x_n| + |x - x_n| \leq 2Ca^{-n} \). Therefore, the above estimate holds in particular true for \( 0 < r \leq \frac{|x|}{2} \). This shows, that (12.7) is valid. By construction of the sequence we immediately see that item 2 holds. The claim follows from Corollary 12.6. □

![Figure 12.3.: Example for \( S \cup (-S) \) with \( a = \frac{3}{2} \) and \( C = \frac{1}{5} \)](image)
A. Auxiliary results for the coercivity estimate

First, let us recall the Whitney decomposition technique for open sets. The following proposition is taken from [Gra14, Appendix J]

**Proposition A.1.** Let $\Omega$ be an open nonempty proper subset of $\mathbb{R}^d$. Then there exists a family of closed dyadic cubes $\{Q_j\}_j$ (called the Whitney cubes of $\Omega$) such that

1. $\bigcup_j Q_j = \Omega$ and $\text{int}(Q_i) \cap \text{int}(Q_j) = \emptyset$ for $i \neq j$, where int denotes the interior.
2. $\sqrt{d}(\text{diameter } Q_j) \leq \text{dist}(Q_j, \Omega^c) \leq 4 \sqrt{d}(\text{diameter } Q_j)$. Thus $10 \sqrt{d} Q_j$ meets $\Omega^c$.
3. If the boundaries of $Q_j$ and $Q_k$ touch, then $1 \leq \frac{\text{diameter } Q_j}{\text{diameter } Q_k} \leq 4$.
4. For a given cube $Q_j$ there exist at most $12^d - 4^d$ cubes $Q_k$ that touch $Q_j$.

The next lemma is a version of [DK20, Lemma 6.9] that matches our integral kernels. Note that [DK20, Lemma 6.9] is concerned with translation invariant expressions. The proof also applies to our case.

**Lemma A.2.** Let $\alpha \in (0,2)$ and $\kappa \geq 1$. For $B = B_R(x_0), R > 0, x_0 \in \mathbb{R}^d$ we set $B^* = B_{\kappa R}(x_0)$. Let $k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a symmetric kernel that satisfies (8.1). Suppose that for some $c > 0$

$$c \int \int_{B \times B} (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy \leq \int \int_{B^* \times B^*} (f(x) - f(y))^2 k(x,y) \, dx \, dy$$

for every ball $B \subset \mathbb{R}^d$ and every $f \in H^k(B^*)$. Then for every bounded Lipschitz domain $\Omega \subset \mathbb{R}^d$ there exists a constant $\tilde{c} = \tilde{c}(d, \kappa, \alpha, \Omega) > 0$ such that for every $f \in H^k(\Omega)$

$$\tilde{c} \int \int_{\Omega \times \Omega} (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy \leq \int \int_{\Omega \times \Omega} (f(x) - f(y))^2 k(x,y) \, dx \, dy.$$ 

The constant $\tilde{c}$ depends on the domain $\Omega$ only up to scaling. In particular, if $\Omega$ is a ball, the constant can be chosen independently of $\Omega$. For $0 < \alpha_0 \leq \alpha < 2$, the constant $\tilde{c}$ may be chosen to depend on $\alpha_0$ but not on $\alpha$. 
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A. Auxiliary results for the coercivity estimate

Proof. Let $\Omega$ be a bounded Lipschitz domain. The Whitney decomposition technique provides a family $B$ of balls with the following properties.

(i) There exists a constant $c = c(d)$ such that for every $x, y \in \Omega$ with $|x - y| < c \text{dist}(x, \partial \Omega)$ there exists a ball $B \in B$ with $x, y \in B$.

(ii) For every $B \in B$, $B^* \subset \Omega$.

(iii) The family $\{B^*\}_{B \in B}$ has the finite overlapping property, that is, each point of $\Omega$ belongs to at most $M = M(d)$ balls $B^*$.

Thus, we have for each $f \in H^k(\Omega)$,

$$
\int_{\Omega} \int_{\Omega} (f(x) - f(y))^2 k(x, y) \, dx \, dy \\
\geq \frac{1}{M^2} \sum_{B \in B} \int_{B^*} \int_{B^*} (f(x) - f(y))^2 k(x, y) \, dx \, dy \\
\geq \frac{c}{M^2} \sum_{B \in B} \int_{B} \int_{B} (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy \\
\geq \frac{c\bar{c}}{M^2} \int_{\Omega} \int_{\Omega} (f(x) - f(y))^2 |x - y|^{-d-\alpha} \, dx \, dy,
$$

(A.1)

where we applied inequality (13) in [Dyd06, proof of Theorem 1] to derive the last inequality, see also [PS17, Theorem 1.6]. For a scaled version of $\Omega$ we can scale all balls in the family $B$ by the same factor and arrive at the same constant $\bar{c}$. The constant stays bounded when $\alpha \in [\alpha_0, 2)$ for $\alpha_0 > 0$.

The next lemma follows from the Differentiation Theorem of Lebesgue, see Theorem 2.12.

Lemma A.3. Let $\varphi : \mathbb{R}^d \to \mathbb{R}$ be locally integrable. The following holds for almost every $s \in \mathbb{R}^d$. If $(x_h)_{h>0}$ is a sequence in $h\mathbb{Z}^d$ such that $s \in \tilde{A}_h(x_h)$ for every $h > 0$, then

$$
\frac{1}{|A_h(x_h)|} \int_{A_h(x_h)} \varphi(t) \, dt \xrightarrow{h \to 0} \varphi(s).
$$

Proof. The cube $\tilde{A}_h(x_h)$ is contained in the ball $B_{2h\sqrt{d}}(s)$ and we know $|\tilde{A}_h(x_h)| = c|B_{2h\sqrt{d}}(s)|$ for a constant $c$ only depending on the dimension $d$. Thus, it follows from the Differentiation Theorem of Lebesgue for almost every $s \in \mathbb{R}^d$

$$
\frac{1}{|A_h(x_h)|} \int_{A_h(x_h)} |\varphi(t) - \varphi(s)| \, ds \leq \frac{1}{|B_{2h\sqrt{d}}(s)|} \int_{B_{2h\sqrt{d}}(s)} |\varphi(t) - \varphi(s)| \, ds \xrightarrow{h \to 0} 0.
$$

This implies our claim.
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B. The relative Kato condition, the Harnack inequality and Condition (C)

In [BS05] Bogdan and Sztonyk present a condition that is equivalent to the elliptic Harnack inequality. They call this condition the relative Kato condition. In the following short paragraph we present the setup of [BS05] and state and explain the relative Kato condition. In the remainder of the paragraph we give a direct proof of the statement that the relative Kato condition holds, provided that Condition (C) is satisfied, the kernel is as in [BS05] and satisfies a pointwise comparability assumption. Moreover, we also explain that (C) is not necessary for the relative Kato condition to hold true at least in the case $d = 3$.

B.1. Preliminaries

We provide definitions of the Hausdorff and the spherical measure, which are only needed in this part of the thesis. After that we introduce the relative Kato condition, derive equivalent formulations and explain the relationship to the Harnack inequality.

The Hausdorff and the spherical measure

In this part of our thesis we work with the spherical measure. Let us first give a formal definition.

**Definition B.1** (Hausdorff measure, spherical measure, compare [Ama08, p. 29 and p. 36]). Let $(X, \rho)$ be a separable metric space with induced topology $T$. For any set $O \subset X$ let

$$\operatorname{diam}(O) = \sup \{\rho(x, y) \mid x, y \in O\}.$$

For $s > 0$, $\varepsilon > 0$ and $A \subset X$ define

$$\mathcal{H}^s_\varepsilon(A) = \inf \left\{ \sum_{i=1}^{\infty} \operatorname{diam}(O_i)^s \mid A \subset \bigcup_{i=1}^{\infty} O_i, O_i \in T, \operatorname{diam}(O_i) < \varepsilon \text{ for all } i \right\}$$

and set

$$\mathcal{H}^s(A) = \sup_{\varepsilon > 0} \mathcal{H}^s_\varepsilon(A).$$
B. The relative Kato condition, the Harnack inequality and Condition (C)

Then $\mathcal{H}^s$ is a measure on the Borel $\sigma$-algebra of $X$. It is called the $s$-dimensional Hausdorff measure.

For $X = S^{d-1}$ the $d$-dimensional unit sphere with respect to the Euclidean metric in $\mathbb{R}^d$, let

$$\sigma(A) = \mathcal{H}^{d-1}(A)$$

for any $A \in B(S^{d-1})$. This measure is called spherical measure.

The relative Kato condition

We start with a short description of the result of Bogdan and Sztonyk. In the following we only consider kernels $k$ that have the ensuing properties. Our first assumption is that $k \neq 0$ is translation invariant. In this case $k$ can be considered as a function on $\mathbb{R}^d$.

Second, we assume that $k$ is $(-d - \alpha)$-homogeneous for $\alpha \in (0, 2)$, that is,

$$k(z) = |z|^{-d-\alpha} k \left( \frac{z}{|z|} \right), \quad z \in \mathbb{R}^d \setminus \{0\}.$$  

**Definition B.2.** A kernel $k$ satisfies the relative Kato condition if there exists a constant $K > 0$ such that for every $y \in \mathbb{R}^d \setminus B_1$

$$\int_{B_1^2(y)} |y - v|^{\alpha-d}k(v) \, dv \leq K \int_{B_1^2(y)} k(v) \, dv.$$  

(RK)

Note that the reverse inequality to (RK) is always true if $d \geq 2$.

The authors show in [BS05, Theorem 1] the following result using tools from potential theory.

**Theorem B.3** (compare [BS05, Theorem 1]). The kernel $k$ satisfies the relative Kato condition (RK) if and only if there exists a constant $C = C(\alpha,k)$ such that for every nonnegative harmonic function $u$ in $B_1$ the following Harnack inequality holds for all $x_1, x_2 \in B_1^2$:

$$u(x_1) \leq Cu(x_2).$$  

(B.1)

The next lemma provides equivalent formulations of (RK), which will be useful later on. It includes a spherical version of (RK).

**Equivalent statements to (RK)**

**Theorem B.4.** Let $d \in \mathbb{N}, d > 2, \alpha \in (0, 2)$. Let $k \neq 0$ be a symmetric kernel that is $(-d - \alpha)$-homogeneous and satisfies $k(z) \asymp \kappa(\frac{1}{|z|}) |z|^{-d-\alpha}$ for a bounded function $\kappa$ on
B.2. Condition (C) implies the relative Kato condition

Denote by $\sigma$ the spherical measure on $S^{d-1}$ and by $B_{\xi,r} = B_r(\xi) \cap S^{d-1}$ the ball of radius $r > 0$ and center $\xi \in S^{d-1}$ intersected with the unit sphere. Let $\tilde{\sigma}(d\eta) = \kappa(\eta)\sigma(d\eta)$.

The following statements are pairwise equivalent:

1. The kernel $k$ satisfies (RK).

2. There are constants $K_1 > 0$ and $r_0 \in (0,1)$ such that for each $\xi \in S^{d-1}$ and every $r \in (0,r_0)$
   \[
   \int_{B_{\xi,r}} \left( \frac{|\eta - \xi|}{r} \right)^{\alpha-(d-1)} \tilde{\sigma}(d\eta) \leq K_1 \tilde{\sigma}(B_{\xi,r}).
   \]  
   \hspace{1cm} (B.2)

3. There are constants $K_2$ and $r_0 \in (0,1)$ such that for each $\xi \in S^{d-1}$ and every $r \in (0,r_0)$
   \[
   \int_0^1 \frac{\tilde{\sigma}(B_{\xi,rs})}{s^{d-\alpha}} ds \leq K_2 \tilde{\sigma}(B_{\xi,r}).
   \]  
   \hspace{1cm} (B.3)

Proof. The equivalence of the first two assertions is part of [BS05, pp. 146]. It remains to prove the equivalence of the last two statements. This follows from the ensuing equality:

\[
\int_{B_{\xi,r}} \frac{|\eta - \xi|}{r}^{\alpha-d+1} \tilde{\sigma}(d\eta) = \int_{B_{\xi,r}} \left( 1 + (d-\alpha-1) \int_{|\eta - \xi| \over r}^1 s^{\alpha-d} ds \right) \tilde{\sigma}(d\eta)
= \left( \tilde{\sigma}(B_{\xi,r}) + (d-\alpha-1) \int_0^1 \frac{\tilde{\sigma}(B_{\xi,rs})}{s^{d-\alpha}} ds \right).
\]

In the last line we used the theorem of Fubini, which is allowed since the integrand is nonnegative.

B.2. Condition (C) implies the relative Kato condition

We note that under the homogeneity assumption on the kernel Condition (C) expands to the whole $\mathbb{R}^d$.

Lemma B.5. Let $k$ be a translation invariant, $(-d-\alpha)$-homogeneous kernel. Then Condition (C) is equivalent to: There exists a constant $C > 0$ so that for almost all $x, y \in \mathbb{R}^d$ with $x \neq y$ and every $0 < r \leq \frac{|x-y|}{2}$

\[
\int_{B_r(x)} k(z,y) \, dz \geq Ck(x,y).
\]
B. The relative Kato condition, the Harnack inequality and Condition (C)

The proof uses a simple substitution combined with the homogeneity of $k$. We omit it here.

Now let us assume that $k$ fulfills in addition Condition (A) and Condition (B). Then we know from Theorem B.3 and Theorem 11.13 that the following holds true:

\[ \text{Condition (C)} \Leftrightarrow \text{Harnack inequality} \Leftrightarrow \text{(RK)}. \]

Therefore, it would be nice to have a direct proof of the fact that Condition (C) implies (RK). In the case were $k$ satisfies some comparability assumption, this is done in the next proposition.

**Theorem B.6.** Let $M$ be a Borel set that is symmetric in the sense $M = -M$. If $k$ is a $(-d - \alpha)$-homogeneous kernel that is translation invariant, satisfies $k \neq 0$, (C) and

\[ k(z) \asymp 1_M(z)|z|^{-d-\alpha} \text{ for almost all } z \in \mathbb{R}^d, \quad (B.4) \]

then $k$ satisfies the relative Kato condition.

**Proof.** For nullsets $M$ the assertion is trivial. Therefore, we assume $|M| > 0$. Let $y \in \mathbb{R}^d \setminus B_1$.

Since $|z| \asymp |y|$ for each $z \in B_\frac{1}{2}(y)$ it is sufficient to prove the existence of $K > 0$ independent of $y$ so that

\[ \int_{B_1(y)} |y - z|^{\alpha-d} 1_M(z) \, dz \leq K \int_{B_\frac{1}{2}(y)} 1_M(z) \, dz. \tag{B.5} \]

We derive from Condition (C) in its equivalent formulation (11.4) with $\lambda = \frac{1}{4}, \mu = \frac{1}{2}$ and $x_0 = 0$ the inequality

\[ 4^{-d} C \sup_{x \in B_\frac{1}{4}(y)} 1_M(x - y) \leq \int_{B_\frac{1}{2}(y)} 1_M(z - y) \, dz, \]

where above and in the remainder of this proof $\sup$ denotes the essential supremum. Using the symmetry of $M$ we see that the above line is equivalent to

\[ 4^{-d} C \sup_{x \in B_\frac{1}{4}(y)} 1_M(x) \leq \int_{B_\frac{1}{2}(y)} 1_M(z) \, dz. \tag{B.6} \]

Denote the essential distance $\text{dist}^*$ of $y$ and $M$ by

\[ \text{dist}^*(y, M) = \inf \{ \ell > 0 \mid |B_\ell(y) \cap M| > 0 \}. \]
B.2. Condition (C) implies the relative Kato condition

First, we consider the case $\text{dist}^*(y, M) < \frac{1}{4}$. Then $|B_{\frac{1}{4}}(y) \cap M| > 0$, which gives

$$\sup_{x \in B_{\frac{1}{4}}(y)} 1_M(x) = 1.$$ 

Therefore, by (B.6)

$$4^{-d}C = 4^{-d}C \sup_{x \in B_{\frac{1}{4}}(y)} 1_M(x) \leq \int_{B_{\frac{1}{4}}(y)} 1_M(z) \, dz. \quad (B.7)$$

Also, for some $c > 0$ depending only on the dimension $d$

$$\int_{B_{\frac{1}{2}}(y)} |y - z|^{\alpha - d} 1_M(z) \, dz \leq \int_{B_{\frac{1}{2}}(y)} |y - z|^{\alpha - d} \, dz$$

$$\leq \frac{c}{\alpha} 2^{-\alpha}. \quad (B.8)$$

We can choose $K_1 > 0$ so that

$$\frac{c}{\alpha} 2^{-\alpha} \leq 4^{-d} CK_1 \quad (B.9)$$

holds. Then putting together (B.7) and (B.8), we arrive at the estimate (B.5) with $K = K_1$.

Now suppose $\text{dist}^*(y, M) \geq \frac{1}{4}$. Then we have $|B_{\frac{1}{8}}(y) \cap M| = 0$ and by a decomposition of the integral we simply get

$$\int_{B_{\frac{1}{2}}(y)} |y - z|^{\alpha - d} 1_M(z) \, dz = \int_{B_{\frac{1}{8}}(y) \cap M} |y - z|^{\alpha - d} \, dz + \int_{B_{\frac{1}{2}}(y) \setminus B_{\frac{1}{8}}(y)} |y - z|^{\alpha - d} 1_M(z) \, dz$$

$$\leq 8^{d - \alpha} \int_{B_{\frac{1}{2}}(y)} 1_M(z) \, dz.$$ 

In this case, we can take $K_2 = 8^{d - \alpha}$ and arrive at (B.5) with $K = K_2$. Now the claim follows if we choose $K$ as the maximum of $K_1$ and $K_2$. 

**Remark.** In [BS05, p. 148] Bogdan and Sztonyk provide a family of examples of kernels for which the relative Kato condition fails. The support of these kernels contains a countably infinite union of cones, where the apex angle degenerates at some point. With Theorem B.6 we provide a (more or less) direct proof that Condition (C) also fails for these kernels.
B. The relative Kato condition, the Harnack inequality and Condition (C)

B.3. The relative Kato condition does not imply Condition (C)

We want to show that our Condition (C) does not follow from the relative Kato condition. We provide a counterexample of a class of kernels where each kernel satisfies (RK), (A) and (B), but violates (C) in the case $\alpha \in (1, 2)$. It follows from Theorem B.3 that weak solutions of the corresponding PDE enjoy a Harnack inequality.

We work in three dimensions. The idea is to construct a set $C \subset \mathbb{R}^3$ that involves a cusp. Then the corresponding kernel $k(x, y) = 1_C(x - y) |x - y|^{-d - \alpha}$ cannot satisfy Condition (C).

The counterexample. Consider the two dimensional set

$$D = \{(x_1, x_2) \mid 0 < x_1 < 1, 0 < x_2 < x_1^2\}.$$  \hspace{1cm} (B.10)

We can map it to the upper unit sphere $(S^2 \cap \{x_3 > 0\}) \subset \mathbb{R}^3$ via the map

$$\Phi : (x_1, x_2) \mapsto (x_1, x_2, 1) \mapsto (x_1, x_2, 1)/|(x_1, x_2, 1)|.$$  

We set $\mathcal{D} = \Phi(D) \cup (-\Phi(D))$, which is a symmetric set on the sphere $S^2$. Let $k$ be a translation invariant, $(-d - \alpha)$-homogeneous kernel that satisfies $k(|x|) \asymp \mathbb{1}_D(|x|)$ for each $x \in \mathbb{R}^3 \setminus \{0\}$, with a comparability constant independent of $x$.

Our idea now is to use (B.3) in order to verify the relative Kato condition for this specific kernels. Therefore, we set from now on

$$\tilde{\sigma}(d\eta) = \mathbb{1}_\mathcal{D}(\eta) \sigma(d\eta).$$

We aim at the following statement.

**Proposition B.7.** The measure $\tilde{\sigma}$ satisfies (B.3) for $\alpha \in (1, 2)$. In particular, every translation invariant and $(-d - \alpha)$-homogeneous kernel $k$ with $k(x) \asymp \mathbb{1}_\mathcal{D}(\frac{x}{|x|}) |x|^{-d - \alpha}$ has the property (RK) provided that $\alpha \in (1, 2)$.

Reducing the claim of the proposition to a two-dimensional problem

In order to prove the claim we only need to work in two dimensions and afterwards use the properties of the map $\Phi$. The following statement yields Proposition B.7. A proof follows after the proof of the lemma.

**Lemma B.8.** Let $\nu(dz) = \mathbb{1}_D(z)dz$. There exist constants $C, r_0, s_0 > 0$ such that for all $r \in (0, r_0)$, $s \in (0, s_0)$ and $x \in \mathbb{R}^2$

$$\nu(B_{sr}(x)) \leq Cs\nu(B_r(x)).$$  \hspace{1cm} (B.11)
Proof. The proof consists of three different cases. In the proof we estimate the volume of balls  
balls by the volume of cubes. Therefore, we first recall our notation for cubes
\[
A_\ell(x) = \left\{ y \in \mathbb{R}^2 \mid |x - y|_\infty < \frac{\ell}{2}\right\}, \quad \ell > 0, \quad x \in \mathbb{R}^2.
\]
Furthermore, we denote by
\[
D^* = \left\{ (x_1, x_2) \in \mathbb{R}^2 \mid 0 < x_1 < \frac{1}{2}, 0 < x_2 < x_1^2 \right\} \subset D.
\]
The set \(D^*\) has the property that \(y = (y_1, y_2) \in D^*\) implies \((y_1 + \frac{r}{2}, y_2) \in D\) for each \(r \in (0, 1)\). We use this property in the Case 3. Let \(r_0 = \frac{1}{2}\) and let \(r \in (0, \frac{1}{2})\). Let \(x \in \mathbb{R}^2\).

**Case 1:** dist\((x, D) > \frac{r}{2}\). In this case we always have \(\nu(B_{sr}(x)) = 0\) for \(s \in (0, \frac{1}{2})\). Thus, the assertion is obviously true.

**Case 2:** There exists \(y \in B_{\frac{r}{2}}(x) \cap (D \setminus D^*)\). Since \(D \setminus D^*\) is a 2-set, we know \(\nu(B_{\frac{r}{2}}(y)) \geq cr^2\) for a constant \(c > 0\) independent of \(y\) and \(r\). In this case we have \(\nu(B_{sr}(x)) \geq \nu(B_{\frac{r}{2}}(y)) \geq cr^2\) and \(\nu(B_{sr}(x)) \leq |B_{sr}(x)| \leq \tilde{c}s^2r^2\) for any \(s \in (0, 1)\) and \(\tilde{c} > 0\) depending only on the dimension \(d\). Thus,
\[
\frac{\nu(B_{sr}(x))}{\nu(B_{sr}(x))} \leq c_1s^2 \leq c_1s
\]
for \(c_1\) depending only on the dimension \(d\) and on \(D^*\).

**Case 3:** Let us assume that Case 1 and Case 2 are not satisfied. First, we consider any \(y \in D^*\) and find a lower bound for \(\nu(B_{\frac{r}{2}}(y))\) and an upper bound for \(\nu(B_{sr}(y))\) for \(s \in (0, s_0)\), where \(s_0\) is to be determined later.

We use the fact that every ball contains a cube of side length comparable to \(\frac{r}{2}\). Therefore, \(\nu(B_{\frac{r}{2}}(y)) \geq \nu(A_{\delta \frac{r}{2}}(y))\) for \(\delta \in (0, (\sqrt{2})^{-1})\). In the following calculation we use the quantities \(h_1\) and \(h_2\).

In order to understand these quantities we refer the reader to Figure B.1 and Figure B.2. Note that the definition of \(h_2\) depends on the upper edge of the cube and its relation to the set \(D\). Now
\[
\nu(B_{\frac{r}{2}}(y)) \geq \nu(A_{\delta \frac{r}{2}}(y))
\]
\[
\geq c(\delta)h_1 \frac{r}{2} + \tilde{c}(\delta) \left[ \left( \frac{1}{6} \left( \frac{r}{2} \right)^3 + y_1 \left( \frac{r}{2} \right)^2 \right) \right] =: \omega_1
\]
\[
\geq c(\delta)r \left( \frac{h_1}{2} + \left[ \frac{1}{48}r^2 + \frac{y_1}{4}r \right] \right),
\]
where we used the notation \(a \land b = \min\{a, b\}\). Let us explain the estimate in (B.12). Let \(\tilde{y} = (y_1, y_2)\). The term \(\omega_1\) is the arithmetic mean of the following two numbers:

1. The area inside the cube between the translated normal parabola with apex \(\tilde{y}\) and the line \(f(x) = y_1^2\), see the red dashed area in Figure B.1.
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2. The area inside the cube between the tangent in \( \tilde{y} \) and the line \( f(x) = y_1^2 \), see the green dashed area in Figure B.1.

The term \( \mathcal{A}_2 \) takes into account that the upper edge of the cube can lie below the graph of \( x^2 \). It describes the area of the green dashed triangle in Figure B.2.

Also we have for any \( s \in (0, \frac{1}{28}) \)

\[
\nu(B_{sr}(y)) \leq \nu(A_{2sr}(y)) \leq 2h_1sr + \left(\left( (y_1 + rs)r^2s^2 \right) \wedge [h_2rs] \right) \tag{B.13}
\]

\[
= sr \left( 2h_1 + (y_1rs + r^2s^2) \wedge h_2 \right).
\]

The above values of \( h_1 \) and \( h_2 \) correspond to the cube \( A_{2sr}(y) \). But, since \( A_{2sr}(y) \subset A_{\frac{1}{28}}(y) \) for \( s \in (0, \frac{1}{28}) \), we may estimate them by the corresponding values for \( h_1 \) and \( h_2 \) for \( A_{\frac{1}{28}}(y) \), that is, \( h_1 \) and \( h_2 \) have the same value in (B.12) and (B.13). The term \( \mathcal{A}_3 \) describes the area of the triangle with edge points \( \tilde{y}, (y_1 + sr, y_1^2) \) and \( (y_1 + sr, f(y_1 + sr)) \).

Here \( f \) is the linear function with slope \( 2(y_1 + sr) \) and \( \tilde{y} \in \text{graph}(f) \), that is, the tangent at \( (y_1 + sr, (y_1 + sr)^2) \) translated such that \( \tilde{y} \in \text{graph}(f) \).

Let us now again turn to \( x \in \mathbb{R}^2 \). Since the first two cases are not satisfied, the intersection \( B_{\frac{1}{4}}(x) \cap \overline{D} \) contains only elements in \( \overline{D}^c \). Since \( \nu(B_{ra}(x)) = 0 \) for \( \text{dist}(x, D) \geq sr \), we only need to consider the case where \( \text{dist}(x, D) < sr \). In this case we find \( y \in D^c \cap B_{sr}(x) \) and \( B_{sr}(x) \subset B_{2sr}(y) \). Then we have for \( s \in (0, \frac{1}{28}) \)

\[
\nu(B_{sr}(x)) \leq \nu(B_{2sr}(y)) \leq 2sr(2h_1 + (2y_1rs + 4r^2s^2) \wedge h_2) \tag{B.14}
\]

and

\[
\nu(B_{r}(x)) \geq \nu(B_{\frac{1}{4}}(y)) \geq c(\delta)r \left( \frac{h_1}{2} + \left[ \frac{1}{48}r^2 + \frac{y_1}{4}r \right] \wedge \frac{h_2}{4} \right). \tag{B.15}
\]

Now from (B.14) and (B.15) we deduce (B.11).

In the end we define \( C \) as the maximum of both constants that we found in Case 2 and in Case 3. The claim follows then with \( r_0 = \frac{1}{2} \) and \( s_0 = \frac{1}{13} \).
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Figure B.1.: The cube $A_{\delta_2}(y)$, situation 1.

Figure B.2.: The cube $A_{\delta_2}(y)$, situation 2.

Proof of Proposition B.7. The claim follows from the above lemma combined with properties of the map $\Phi$ defined in (B.10). Because of the symmetry, it is sufficient to prove the claim for the measure $1_{\Phi(D)}(\eta)\sigma(d\eta)$ on $S^2 \cap \{x_3 > 0\}$, which we will, by a slight abuse of notation, again denote by $\tilde{\sigma}(d\eta)$. From [BBI01, Theorem 5.5.5] we know for any Borel set $A \subset \mathbb{R}^2$

$$\tilde{\sigma}(\Phi(A)) = \int_A 1_D(x)\text{Jac}_\Phi(x) \, dx,$$

(B.16)

where $\text{Jac}_\Phi(x) = \text{Jac}_\Phi(x_1, x_2) = \sqrt{\det[(J_\Phi(x_1, x_2))^T J_\Phi(x_1, x_2)]}$ and $J_\Phi$ denotes the Jacobian matrix. We have

$$(J_\Phi(x_1, x_2))^T J_\Phi(x_1, x_2) = \frac{1}{(x_1^4 + x_2^2 + 1)^2} \begin{pmatrix} x_2^2 + 1 & -x_1 x_2 \\ -x_1 x_2 & x_1^2 + 1 \end{pmatrix},$$
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which yields
\[
\text{Jac}_\Phi(x_1, x_2) = \frac{1}{(x_1^2 + x_2^2 + 1)^{\frac{3}{2}}}.
\]
Thus, \(\frac{1}{C} \leq J_\Phi(x) \leq C\) for \(x \in \Omega\) for any bounded domain \(\Omega \subset \mathbb{R}^2\) and \(C > 0\) depending only on \(\Omega\). From (B.16) we conclude for measurable sets \(A \subset \Omega\)
\[
\tilde{\sigma}(\Phi(A)) \asymp |A \cap D|,
\] where the comparability constant is given by the above \(C\).

In the remainder of the proof we use the notation \(\bar{B}_r(x)\) for balls in \(\mathbb{R}^2\) and \(B_r(x)\) for balls in \(\mathbb{R}^3\) and since we restrict ourselves to the upper sphere we write \(B_{\xi,r} = B_r(\xi) \cap S_2 \cap \{x_3 > 0\}\).

By continuity of \(\Phi\) we know that the preimage of any disc \(B_{\xi,r}\) on the upper sphere contains an open set. Note that the set
\[
\mathcal{D}_1 = \bigcup_{x \in D} \overline{B_1(x)}
\]
is compact. Therefore, \(\Phi\) is uniformly continuous on \(\mathcal{D}_1\). Choose \(\rho_0 \in (0, 1)\) small enough so that \(|B_{\xi,\rho_0} \cap \Phi(D)| > 0\) implies \(B_{\xi,\rho_0} \subset \Phi(\overline{D}_1)\). For \(r \in (0, \rho_0)\) we deduce the existence of a constant \(c \geq 1\) such that for any spherical ball \(B_{\xi,r}\) that satisfies \(|B_{\xi,r} \cap \Phi(D)| > 0\) we have the following assertion:
\[
\Phi(\bar{B}_{c^{-1}r}(\Phi^{-1}(\xi))) \subset B_{\xi,r} \subset \Phi(\tilde{B}_{cr}(\Phi^{-1}(\xi))).
\] (B.18)

Simple geometric observations show that \(c\) can be chosen independently of \(r\). Thus, the constant \(c\) depends only on the set \(D\).

Let \(r_0, s_0\) be as in Lemma B.8. We additionally assume that \(cr_0 \leq \rho_0\), which may be realized, if necessary, by decreasing \(r_0\). If \(\xi \in S^2\) and \(r \in (0, cr_0)\) are chosen so that \(|B_{\xi,r} \cap \Phi(D)| > 0\), then we have by Lemma B.8, (B.17) with \(\Omega = \mathcal{D}_1\), and (B.18) for all \(s \in (0, \frac{\rho_0}{c})\)
\[
\tilde{\sigma}(B_{\xi,sr}) \leq C|\tilde{B}_{csr}(y) \cap D|
\]
\[
= C|\tilde{B}_{c^2sr^{-1}r}(y) \cap D|
\]
\[
\leq Cc^2s|\tilde{B}_{c^{-1}r}(y) \cap D|
\]
\[
\leq \tilde{c}s\tilde{\sigma}(B_{\xi,r}),
\]
where \(y = \Phi^{-1}(\xi)\) and \(\tilde{c} > 0\) does not depend on \(r\) or \(\xi\). On the other hand, if \(|B_{\xi,r} \cap \Phi(D)| = 0\) for every \(r \in (0, cr_0)\), then \(\tilde{\sigma}(B_{\xi,sr}) \leq \tilde{c}s\tilde{\sigma}(B_{\xi,r})\) is trivially true for each \(s \in (0, 1)\). Renaming the constants \(cr_0\) to \(r_0\) and \(s_0/c^2\) to \(s_0\) we conclude: There are constants \(C > 0, r_0 \in (0, 1)\) and \(s_0 \in (0, 1)\) such that for all \(\xi \in S^2 \cap \{x_3 > 0\}, s \in (0, s_0), r \in (0, r_0)\)
\[
\tilde{\sigma}(B_{\xi,sr}) \leq Cs\tilde{\sigma}(B_{\xi,r}).
\]
### B.3. The relative Kato condition does not imply Condition (C)

Thus,

\[
\int_0^1 \tilde{\sigma}(B_{\xi,sr}) \frac{ds}{s^{2-\alpha}} \leq C \int_0^{s_0} s \tilde{\sigma}(B_{\xi,sr}) \frac{ds}{s^{2-\alpha}} + \int_{s_0}^1 \tilde{\sigma}(B_{\xi,sr}) \frac{ds}{s^{2-\alpha}} \\
\leq C \left( \int_0^{s_0} s^{\alpha-1} ds + \int_{s_0}^1 s^{\alpha-2} ds \right) \tilde{\sigma}(B_{\xi,r}).
\]

The claim follows with \( K_2 = C \left( \int_0^{s_0} s^{\alpha-1} ds + \int_{s_0}^1 s^{\alpha-2} ds \right) < \infty \) for \( \alpha \in (1, 2) \).

**Remark.** The inequality (B.11) is crucial for the range of \( \alpha \) in Proposition B.7. It is possible that more precise estimates in the proof of Lemma B.8 allow for a larger range of \( \alpha \). One could also try to modify the set \( D \) by changing the cusp at the origin in order to find a larger range of \( \alpha \). Since we were only interested in finding an example of a kernel that satisfies (RK) and violates Condition (C), we will not investigate this topic further.

We remark that kernels of the type \( k(z) \asymp 1_D(\frac{|z|}{|x|}) |z|^{-d-\alpha} \) satisfy Condition (A) by [DK20, Theorem 1.6] and, obviously, Condition (B), but they do not satisfy Condition (C), as shown in the next proposition.

**Proposition B.9.** Every translation invariant and \((-d-\alpha)\)-homogeneous kernel \( k \) with \( k(z) \asymp 1_D(\frac{|z|}{|x|}) \) for \( x \in \mathbb{R}^3 \setminus \{0\} \) violates Condition (C).

The proof uses a contradiction argument. Since Condition (C) is formulated with respect to nullsets, the proof becomes rather technical. The reader may keep the following idea in mind while reading the proof. Let

\[
\mathcal{C} = \mathbb{R}_+ \mathcal{D} = \{ \lambda \xi \mid \lambda > 0, \xi \in \mathcal{D} \}.
\]

Take \( x = (0, 0, 1) \in \mathcal{D} \). Then

\[
|B_r(x) \cap \mathcal{C}| \asymp r^4,
\]

by the construction of \( D \) as a set below the graph of \( z \mapsto z^2 \). This leads to a contradiction to \( |B_r(x) \cap \mathcal{C}| \geq r^3 \) for \( C > 0 \) if we consider the limit \( r \to 0 \). But, provided that (C) is satisfied, according to Lemma 12.4 the last inequality holds true (at least almost everywhere) for sufficiently small \( r \).

**Proof of Proposition B.9.** In this proof we work with balls in \( \mathbb{R}^2 \) as well as balls in \( \mathbb{R}^3 \). In order to avoid any confusion, we denote by \( B_r(x) \) the ball with respect to the Euclidean metric in \( \mathbb{R}^2 \) and use the notation \( B_r(x) \) for the ball with respect to the metric in \( \mathbb{R}^3 \).

Assume \( k \) satisfies (C). Similar to the proof of Lemma 12.4 we derive from Lemma B.5 the assertion: There exists a constant \( C > 0 \) such that for almost every \( x \in \mathbb{R}^3, x \neq 0 \) and all \( 0 < r \leq \frac{|x|}{2} \):

\[
\left( \frac{x}{|x|} \in \mathcal{D} \Rightarrow r^3 \leq C |B_r(x) \cap \mathcal{C}| \right).
\]  

(B.19)
Now let $C > 0$ be any given constant. We construct a set $A_\varepsilon \subset \mathbb{C}$ of positive measure and a sequence $(r_\varepsilon)$ of radii, so that (B.19) is false for $\varepsilon > 0$ depending on $C$.

Let $\varepsilon \in (0, \frac{1}{3})$ and consider the set $D_\varepsilon = \{x \in \mathbb{R}^2 | 0 < x_1 < \varepsilon, 0 < x_2 < x_1^2\}$. Set $\mathcal{D}_\varepsilon = \Phi(D_\varepsilon)$, where $\Phi$ is as in (B.10). Similar to the reasoning leading to (B.18) we find a constant $c_\Phi \geq 1$ so that for every $\xi \in \mathcal{D}_\varepsilon$ and sufficiently small $r > 0$ there is $y \in D_\varepsilon$ with

$$B_\xi,r \subset \Phi(\widetilde{B}_{c_\Phi r}(y)).$$

(B.20)

Choose $r_\varepsilon = 2(c_\Phi)^{-1}\varepsilon\sqrt{1 + \varepsilon^2}$. Then $c_\Phi r_\varepsilon$ is large enough so that for every $x \in D_\varepsilon$ we have $|\widetilde{B}_{c_\Phi r_\varepsilon}(x) \cap D| \asymp \varepsilon^3$ with a comparability constant independent of $x$ and $\varepsilon$. With the same reasoning as in the proof of Proposition B.7 we obtain for each $x \in D_\varepsilon$

$$\sigma(\Phi(\widetilde{B}_{c_\Phi r_\varepsilon}(x))) \asymp |\widetilde{B}_{c_\Phi r_\varepsilon}(x) \cap D| \asymp \varepsilon^3,$$

(B.21)

where all comparability constants are independent of $x$ and $\varepsilon$.

Set $A_\varepsilon = \{\lambda \xi \mid \xi \in D_\varepsilon, 2 < \lambda < 3\}$. If $x \in A_\varepsilon$, then $\frac{x}{|x|} \in \mathcal{D}_\varepsilon$. Now it follows from (B.20) and (B.21) for $\varepsilon$ small enough that there is $c \geq 1$, independent of $x$ and $\varepsilon$, such that

$$|B_{r_\varepsilon}(x) \cap \mathcal{C}| = |x|^3 \left| B_{r_\varepsilon}(\frac{x}{|x|}) \cap \mathcal{C} \right| \leq |x|^3 \left| 1 - r_\varepsilon, 1 + r_\varepsilon \right| \cdot \left( B_{r_\varepsilon}(\frac{x}{|x|}) \cap \mathcal{D} \right) \leq cr_\varepsilon \sigma(B_{\frac{|x|}{2}, \frac{|x|}{2}}) \leq cr_\varepsilon \sigma(\Phi(\widetilde{B}_{c_\Phi r_\varepsilon}(y))) \leq cr_\varepsilon \varepsilon^3.$$

Since $r_\varepsilon \leq 1 < \frac{|x|}{2}$, we have by (B.19) the inequality $r_\varepsilon^3 \leq Cr_\varepsilon \varepsilon^3$, that is,

$$\frac{4}{(c_\Phi)^2} \varepsilon^2 (1 + \varepsilon^2) \leq C \varepsilon^3 \iff \frac{1}{\varepsilon} + \varepsilon \leq \frac{C(c_\Phi)^2}{4}.$$

But this cannot hold true if we choose $\varepsilon$ small enough. 

\textbf{Corollary B.10.} Let $k : \mathbb{R}^3 \times \mathbb{R}^3 \to [0, \infty]$ be a symmetric kernel that has the properties (A) and (B). Then Condition (C) is sufficient but not necessary for the validity of the elliptic Harnack inequality (B.1).

\textbf{Remark.} We expect that the results of this last section and especially the statement from the above corollary can be generalized to any $d > 3$. 
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