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Integrating Socially Assistive Robots into Language Tutoring Systems
A Computational Model for Scaffolding Young Children’s Foreign Language Learning

ABSTRACT

Language education is a global and important issue nowadays, especially for young children since their later educational success build on it. But learning a language is a complex task that is known to work best in a social interaction and, thus, personalized sessions tailored to the individual knowledge and needs of each child are needed to allow for teachers to optimally support them. However, this is often costly regarding time and personnel resources, which is one reason why research of the past decades investigated the benefits of Intelligent Tutoring Systems (ITSs). But although ITSs can help out to provide individualized one-on-one tutoring interactions, they often lack of social support.

This dissertation provides new insights on how a Socially Assistive Robot (SAR) can be employed as a part of an ITS, building a so-called "Socially Assistive Robot Tutoring System" (SARTS), to provide social support as well as to personalize and scaffold foreign language learning for young children in the age of 4-6 years. As basis for the SARTS a novel approach called A-BKT is presented, which allows to autonomously adapt the tutoring interaction to the children’s individual knowledge and needs. The corresponding evaluation studies show that the A-BKT model can significantly increase student’s learning gains and maintain a higher engagement during the tutoring interaction. This is partly due to the models ability to simulate the influences of potential actions on all dimensions of the learning interaction, i.e., the children’s learning progress (cognitive learning), affective state, engagement (affective learning) and believed knowledge acquisition (perceived learning). This is particularly important since all dimensions are strongly interconnected and influence each other, for example, a low engagement can cause bad learning results although the learner is already quite proficient. However, this also yields the necessity to not only focus on the learner’s cognitive learning but to equally support all dimensions with appropriate scaffolding actions. Therefore an extensive literature review, observational video recordings and expert interviews were conducted to find appropriate actions applicable for a SARTS to support each learning dimension. The subsequent evaluation study confirms that the developed scaffolding techniques are able to support young children’s learning process either by re-engaging them or by providing transparency to support their perception of the learning process and to reduce uncertainty. Finally, based on educated guesses derived from the previous studies, all identified strategies are integrated into the A-BKT model. The resulting model called ProTM is evaluated by simulating different learner types, which highlight its ability to autonomously adapt the tutoring interactions based on the learner’s answers and provided dis-engagement cues. Summarized, this dissertation yields new insights into the field of SARTS to provide personalized foreign language learning interactions for young children, while also rising new important questions to be studied in the future.
Publications

Parts of this thesis have already been published:


# Table of Contents

**Abstract** iii

**Publications** v

**List of Figures** xii

**List of Tables** xiii

**List of Abbreviations** xv

1 **Introduction** 1
   1.1 Motivation 1
   1.2 Research Goals 4
   1.3 Contributions 5
   1.4 Thesis Outline 7

2 **Background** 9
   2.1 Dimensions of Learning and Engagement 9
      2.1.1 Cognitive Learning 10
      2.1.2 Affective Learning 12
      2.1.3 Perceived Learning 13
      2.1.4 Engagement 15
      2.1.5 Scaffolding 16
      2.1.6 Correlations between Learning Dimensions and Engagement 18
   2.2 Language Learning 19
      2.2.1 Learning a Foreign Language 20
      2.2.2 Word Learning 21
   2.3 Summary 22

3 **Related Work** 25
   3.1 Intelligent Tutoring Systems 25
      3.1.1 Architectures of Intelligent Tutoring Systems 26
      3.1.2 Paradigms for Implementing Intelligent Tutoring Systems 27
   3.2 Socially Assistive Robots 28
      3.2.1 Challenges in Social Robotics 29
      3.2.2 Fields of Application 30
   3.3 Socially Assistive Robots in Educational Settings for Children 32
      3.3.1 Language Learning with Socially Assistive Robots 34
      3.3.2 Adaptation in Socially Assistive Robot Tutoring Systems 36
   3.4 Summary 38
# Table of Contents

## 4 Designing the Tutoring Interaction

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Empirical Basis</td>
<td>41</td>
</tr>
<tr>
<td>4.1.1</td>
<td>Video Data</td>
<td>41</td>
</tr>
<tr>
<td>4.1.2</td>
<td>Analysis</td>
<td>42</td>
</tr>
<tr>
<td>4.1.3</td>
<td>Observational Results</td>
<td>42</td>
</tr>
<tr>
<td>4.2</td>
<td>General Interaction Design</td>
<td>44</td>
</tr>
<tr>
<td>4.2.1</td>
<td>The Robot's Role</td>
<td>45</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Setting for the Tutoring Game</td>
<td>45</td>
</tr>
<tr>
<td>4.2.3</td>
<td>Interaction Structure and Feedback Behavior</td>
<td>46</td>
</tr>
<tr>
<td>4.3</td>
<td>General Tutoring System</td>
<td>48</td>
</tr>
<tr>
<td>4.4</td>
<td>Technical Setup</td>
<td>48</td>
</tr>
<tr>
<td>4.5</td>
<td>Summary</td>
<td>49</td>
</tr>
</tbody>
</table>

## 5 Scaffolding Cognitive Learning

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>Model Selection</td>
<td>51</td>
</tr>
<tr>
<td>5.1.1</td>
<td>Modeling the Learner's Knowledge State</td>
<td>51</td>
</tr>
<tr>
<td>5.1.2</td>
<td>Planning the Course of Tutoring Interactions</td>
<td>52</td>
</tr>
<tr>
<td>5.1.3</td>
<td>Discussion</td>
<td>54</td>
</tr>
<tr>
<td>5.2</td>
<td>Adaptive Bayesian Knowledge Tracing (A-BKT)</td>
<td>56</td>
</tr>
<tr>
<td>5.2.1</td>
<td>Predictive Decision-Making</td>
<td>58</td>
</tr>
<tr>
<td>5.3</td>
<td>Study 1: Evaluation with Adults</td>
<td>62</td>
</tr>
<tr>
<td>5.3.1</td>
<td>Study Design</td>
<td>62</td>
</tr>
<tr>
<td>5.3.2</td>
<td>Participants</td>
<td>64</td>
</tr>
<tr>
<td>5.3.3</td>
<td>Procedure</td>
<td>66</td>
</tr>
<tr>
<td>5.3.4</td>
<td>Results</td>
<td>66</td>
</tr>
<tr>
<td>5.3.5</td>
<td>Discussion</td>
<td>67</td>
</tr>
<tr>
<td>5.4</td>
<td>Study 2: Evaluation with Children</td>
<td>69</td>
</tr>
<tr>
<td>5.4.1</td>
<td>Study Design</td>
<td>70</td>
</tr>
<tr>
<td>5.4.2</td>
<td>Participants</td>
<td>71</td>
</tr>
<tr>
<td>5.4.3</td>
<td>Procedure</td>
<td>72</td>
</tr>
<tr>
<td>5.4.4</td>
<td>Analysis</td>
<td>73</td>
</tr>
<tr>
<td>5.4.5</td>
<td>Results</td>
<td>74</td>
</tr>
<tr>
<td>5.4.6</td>
<td>Discussion</td>
<td>75</td>
</tr>
<tr>
<td>5.5</td>
<td>Engagement Analysis</td>
<td>76</td>
</tr>
<tr>
<td>5.5.1</td>
<td>Study Design</td>
<td>78</td>
</tr>
<tr>
<td>5.5.2</td>
<td>Participants</td>
<td>78</td>
</tr>
<tr>
<td>5.5.3</td>
<td>Procedure</td>
<td>79</td>
</tr>
<tr>
<td>5.5.4</td>
<td>Results</td>
<td>79</td>
</tr>
<tr>
<td>5.5.5</td>
<td>Discussion</td>
<td>80</td>
</tr>
<tr>
<td>5.6</td>
<td>Summary</td>
<td>81</td>
</tr>
</tbody>
</table>

## 6 Scaffolding Affective and Perceived Learning, and Engagement

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>Engagement and the Dimension of Affective Learning</td>
<td>83</td>
</tr>
<tr>
<td>6.1.1</td>
<td>Engagement Detection</td>
<td>83</td>
</tr>
<tr>
<td>6.1.2</td>
<td>Affective Tutoring Systems</td>
<td>84</td>
</tr>
<tr>
<td>6.2</td>
<td>Study 3: Empirical Basis for Detecting and Managing Engagement</td>
<td>87</td>
</tr>
<tr>
<td>6.2.1</td>
<td>Study Design</td>
<td>88</td>
</tr>
</tbody>
</table>

---
# Table of Contents

6.2.2 Participants ........................................ 90
6.2.3 Procedure ........................................ 90
6.2.4 Analyses and Results ................................. 90
6.3 Study 4: Effects of Explanation and Re-Engagement Strategies ................. 93
6.3.1 Study Design ....................................... 94
6.3.2 Measurements ..................................... 98
6.3.3 Participants ....................................... 100
6.3.4 Procedure .......................................... 100
6.3.5 Results ........................................... 103
6.3.6 Discussion ......................................... 107
6.4 Summary ............................................. 110

7 **An Integrated Model** .................................... 113
   7.1 Decision-Theoretic Integration into the A-BKT Model ......................... 114
      7.1.1 Extended Analysis ................................ 114
      7.1.2 Model Extension .................................. 116
      7.1.3 Formalization ..................................... 120
   7.2 Simulation-based Evaluation ................................ 124
      7.2.1 General Mechanics of the Socially Assistive Robot Tutoring ............ 124
      7.2.2 Types of Learners .................................. 124
      7.2.3 Results ........................................... 126
      7.2.4 Discussion ......................................... 132
   7.3 Summary ............................................. 134

8 **Conclusions** ........................................... 137
   8.1 Summary and Contributions .................................. 137
   8.2 Limitations and Future Research Directions ................................. 141

References .................................................. 143

Affidavit ...................................................... 165
List of Figures

2.1 The six categories describing the cognitive learning dimension ........................................ 10
2.2 The five categories of the affective learning dimension .................................................. 13
2.3 Illustration of the Zone of Proximal Development ......................................................... 17
2.4 The different dimensions of learning and their interrelations ........................................... 19
3.1 Dede's four module architecture to implement an ITS ..................................................... 27
3.2 Definition of Socially Assistive Robots .............................................................................. 29
3.3 Socially Assistive Robots used in health and elderly care ............................................... 31
3.4 Socially Assistive Robots used to support people with cognitive or social disorders ...... 32
3.5 Socially Assistive Robots used in Child-Human-Robot Interaction ................................... 33
3.6 Socially Assistive Robots used in language education ....................................................... 35
4.1 Image cutouts from different language learning games in German kindergartens ............. 44
4.2 Visualization of the “I spy with my little eye ...” game setup .......................................... 47
4.3 Overview of the technical realization of the basic tutoring system ................................... 49
5.1 Illustration of a Hidden Markov Model and Bayesian Knowledge Tracing ....................... 59
5.2 Illustration of the adaptive Bayesian Knowledge Tracing approach .................................. 61
5.3 Gaussian distributions with respect to each task difficulty used for β(S_t, a_l) .................. 63
5.4 Illustration of the experimental setup in study 1 ............................................................... 65
5.5 Learners’ performance during training in study 1 ............................................................. 68
5.6 Post-test results of study 1 ............................................................................................... 69
5.7 Conceptional image of the graphical user interface in study 2 ......................................... 71
5.8 Examples of the robot showing iconic gestures in study 2 ............................................... 72
5.9 Conceptional picture of the pre- and post-tests on a laptop in study 2 ................................. 73
5.10 Learners’ performance during training in study 2 ............................................................ 75
5.11 Pre-, post- and retention-test scores of study 2 ................................................................ 76
5.12 The engagement level ratings of study 2 ........................................................................... 80
6.1 Anonymized screenshot from one of the videos shown to the experts during the interview in study 3 ........................................... 89
6.2 Experimental setup of study 4 .......................................................................................... 94
6.3 Examples of iconic gestures executed by the robot in study 4 ........................................... 95
6.4 Experimental setup of study 4 including pre- and post-tests ......................................... 101
6.5 Screen captures from the learning interaction displayed on the tablet in study 4 ............. 102
6.6 Average numbers of correct answers in pre-, post-, and retention-test of study 4 .......... 104
6.7 Average learning gain and persistence for children who played all 30 rounds in study 4 105
7.1 The integrated model (ProTM) .......................................................................................... 117
7.2 Visualization of skill space chunking ............................................................................... 121
7.3 Interaction example for a highly engaged fast and slow learner learning with the ProTM 127
List of Figures

7.4 Interaction example for a fast and a slow learner with dropping engagement learning with the ProTM .............................. 129
7.5 Interaction example for a slow and a fast learner with dropping engagement learning with the ProTM without re-engagement actions ............................................. 131
7.6 Interaction example of the ProTM’s skill space chunking behavior ................................. 132
List of Tables

2.1 Exemplary taxonomy table .................................................. 12
5.1 The ten vocabulary words to be learned in study 1 .................. 66
5.2 Statistics of correct answers during the tutoring session in study 1 67
5.3 The six target words to be learned in study 2 ......................... 71
6.1 Profile data of kindergarten teachers in study 3 ..................... 90
6.2 Behavioral cues, their related state interpretations and corresponding meta-level states in study 3 ........................................ 91
6.3 Possible actions to address engagement mentioned by educators in study 3 ................................................................. 92
6.4 Dis-engagement overview for training the wizard of oz in study 4 ................................................................. 97
6.5 Reasons for terminating the interaction with respective participant counts of study 4 .......................................................... 103
6.6 Categorization of target words according to children’s perceived learning in study 4 ............................................................. 106
7.1 All modifications made to the A-BKT model to add the different scaffolding strategies. 119
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-BKT</td>
<td>Adaptive Bayesian Knowledge Tracing</td>
</tr>
<tr>
<td>AR</td>
<td>Assistive Robot</td>
</tr>
<tr>
<td>ASD</td>
<td>Autism Spectrum Disorder</td>
</tr>
<tr>
<td>ASR</td>
<td>automated speech recognition</td>
</tr>
<tr>
<td>ATS</td>
<td>Affective Tutoring System</td>
</tr>
<tr>
<td>BKT</td>
<td>Bayesian Knowledge Tracing</td>
</tr>
<tr>
<td>CBM</td>
<td>Constraint-Based Model</td>
</tr>
<tr>
<td>cHRI</td>
<td>Child-Human-Robot Interaction</td>
</tr>
<tr>
<td>DBDN</td>
<td>Dynamic Bayesian Decision Network</td>
</tr>
<tr>
<td>DBN</td>
<td>Dynamic Bayesian Network</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HMI</td>
<td>Human-Machine Interaction</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Tutoring System</td>
</tr>
<tr>
<td>KLD</td>
<td>Kullback-Leibner divergence</td>
</tr>
<tr>
<td>POMDP</td>
<td>Partial Observable Markov Decision Process</td>
</tr>
<tr>
<td>ProTM</td>
<td>Probabilistic Tutoring Model for Autonomous Online Planning based on Predictive Decision-Making</td>
</tr>
<tr>
<td>RBM</td>
<td>Rule-Based Model</td>
</tr>
<tr>
<td>RL</td>
<td>Reinforcement Learning</td>
</tr>
<tr>
<td>SAR</td>
<td>Socially Assistive Robot</td>
</tr>
<tr>
<td>SARTS</td>
<td>Socially Assistive Robot Tutoring System</td>
</tr>
<tr>
<td>SIR</td>
<td>Socially Interactive Robot</td>
</tr>
<tr>
<td>SRL</td>
<td>Self-Regulated Learning</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TTS</td>
<td>Text-To-Speech</td>
</tr>
<tr>
<td>WOz</td>
<td>Wizard of Oz</td>
</tr>
<tr>
<td>ZPD</td>
<td>Zone of Proximal Development</td>
</tr>
</tbody>
</table>
Acknowledgments

Foremost, I would like to thank my advisor Prof. Dr.-Ing. Stefan Kopp for the continuous support in all my time as a Ph.D student, for his patience, motivation, enthusiasm, and immense knowledge. I’m very grateful for his guidance, which helped me throughout my research and writing of this thesis.

Second, I want to thank my scientific collaborators of the L2TOR project. It was a great time while working together, and I am very grateful for the fruitful discussions with insights from a variety of disciplines. They pushed me forward professionally and personally.

Third, I want to thank my fellow labmates in the Social Cognitive Systems group for the stimulating discussions, for the sleepless nights we were working together before deadlines, and for all the fun we have had in the last three and a half years.

Forth, and a bit more formal, I want to acknowledge the support by the German Research Foundation (DFG) in the Cluster of Excellence 277 “Cognitive Interaction Technology” (CITEC) at Bielefeld University, and by the EU Horizon 2020 Program in the L2TOR (www.l2tor.eu) project, grant number: 688014.

Last but not the least, I would like to thank all my friend, my parents and, in particular, my girlfriend Jacqueline for helping me to survive all the stress and not letting me give up. Thanks for all your encouragement!
1

Introduction

1.1 Motivation

Language education is a global and important issue nowadays. The globalization is proceeding and the number of people moving to another country together with their families has reached the highest level on record (cf. Stroud et al., 2018). The reasons for changing the country are various, e.g., to begin a new job or to seek asylum and find protection, but most of these people are facing the same problems. While adults can often handle their new lives and jobs by using the English language, their children will have to learn the new local language quickly to be able to use it in school. Thus, for young children it is particularly important to get appropriate language training, ideally as early as possible, since it paves the way for later academic success (cf. Esser, 2006, p. 63ff.; Hoff, 2013).

But learning a language is a complex task. It involves the learning of vocabulary as well as syntactic structures, prosodic patterns, semantic meanings and situation-dependent language use (cf. Naiman et al., 1996, p. 33ff.; p. 67). Further, language learning, like learning in general, is highly individualized and follows a trajectory that depends on, e.g., the learner’s changing knowledge state, receptiveness, attention span (cf. Hooper and Umansky, 2009, Chap. 1; David Cornish et al., 2009, p. 73) or engagement (Kuh, 2003). Thus, teachers need to personalize the learning experience to be able to optimally address the individual needs of each learner. One possibility is to provide tasks neither too simple nor too hard to hold learners in the so called Zone of Proximal Development (ZPD) (cf. Vygotsky, 1978, p. 86), which is meant to optimally support their skill and knowledge development. Since working in the ZPD challenges learners with tasks slightly above their current abilities, they cannot solve these tasks on their own. To succeed within this zone the teacher has to provide temporary assistance or additional helping strategies called “scaffolding”. These strategies are meant to build a supporting “scaffold” for the learner to solve the current tasks, which can be withdrawn step by step when the learner proceeds.
in her knowledge (Bruner, 1978; Gibbons, 2002, p. 16ff.). However, such individual support is often only possible in one-on-one interactions, but not during traditional classroom instructions.

Such one-on-one tutoring interactions guided by a domain-expert have been argued to be the most effective approach (Cohen et al., 1982; Bloom, 1984; VanLehn, 2011). In fact, students who receive individual one-on-one tutoring by a domain-expert outperform students who take part in traditional classroom instructions by two standard deviations on average (Bloom, 1984). This so-called “Bloom’s two-sigma effect” is often used as a gold standard against which the effectiveness of other teaching approaches and practices are measured (cf. Hogan and Pressley, 1997, p. 109f.). However, when taking into account the standards a tutor can set for their learners, based on their background knowledge, the advantage of human one-on-one tutoring over traditional classroom instructions may be closer to 0.8 sigma (VanLehn, 2011). But still, this is a positive evidence that the undifferentiated group instructions currently performed in classrooms are exceeded by one-on-one tutoring regarding the produced learning gains. However, it is barely used in common schools. One reason is that providing individual one-on-one tutoring interactions is quite expensive in terms of time and resources, because more teachers are required to teach the same number of children as compared to traditional classroom instructions. Here, modern tutoring systems offer the potential to help out by providing personalized one-on-one learning sessions for each individual child.

These so-called Intelligent Tutoring Systems (ITSs) usually consist of a user interface, a knowledge base containing information about the learning domain and models to store information about the learner’s cognitive and mental states as well as planning strategies to guide the learner through the curriculum (cf. Dede, 1986). Generally, ITSs are informed by interdisciplinary evidences from cognitive and learning science as well as computational linguistics, artificial intelligence and mathematics (cf. Graesser et al., 2012) to be able to provide personalized instructions for each individual learner as many good teachers do (cf. Conati, 2009). For this, they have to profile the child, i.e., capture the child’s special needs and abilities, and to tailor the learning interaction accordingly. Indeed, previous research also highlights the importance of individual adjustments of tutoring interactions (e.g., Leyzberg et al., 2014; Gordon and Breazeal, 2015; Leyzberg et al., 2018). Even a rather simple personalization strategy of an ITS, based on a heuristic assessment of the learner’s skills, was shown to yield better learning results as compared to non-personalized tutoring session (Leyzberg et al., 2014).

While most ITSs already use either simple or sophisticated approaches to personalize the tutoring interaction, they often lack social support. Traditionally, they rely on a tablet or PC to deliver the tutoring instructions and to interact with the learner (Ritter et al., 2007; VanLehn et al., 2003). But, especially language learning is known to work best within a social interaction (cf. Rohlfing et al., 2016), which everyone experienced in their childhood while learning their mother tongue. Also in kindergartens a social interaction is used to teach either the mother tongue, a foreign or second language, e.g., while reading a picture book together. At this point a so-called Socially Assistive Robot (SAR) may be able to step in and support the learner with its social presence.

In recent years, the term SAR increasingly came up in the field of human-robot interaction. It focuses on how robots can be used to provide social, engaging, motivational and personalized long-term
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Support to human users in various domains, such as elderly care, therapy for individuals with cognitive and/or social disorders, rehabilitation and education (Matarić, 2014). It also combines a variety of disciplines, such as robotics, medicine, social psychology, education and many more (Tapus et al., 2007) and focuses on applications in our daily lives instead of simple assembly work in factories. This evolution was made possible due to the rapid development in robotics. The machines became cheaper and more robust, while the technological development reached a point at which human-like interactions using natural language and/or nonverbal behavior get feasible now.

Consequently, when taking advantage of this technology and transfer it to an educational setting, a SAR can be used, e.g., to simulate empathy based on the learner’s performance and mental state during the learning interaction (e.g., Alves-Oliveira et al., 2019). Furthermore, it can show emotions such as sadness or happiness via facial expressions (e.g., Saerbeck et al., 2010) or other modalities, e.g., colorful blinking eyes (Johnson et al., 2013), and can provide motivational support combined with appropriate task feedback (e.g., Janssen et al., 2011). Finally, it can introduce learning pauses that are filled with entertaining activities, such as joint singing, playing games or doing physical exercises together, which can help the student to recover before the next learning interaction takes place (e.g., Ramachandran et al., 2017). However, the applicability of the different social behaviors is strongly dependent on the robot’s role. For example, it can act as a less knowledgeable peer within a “learning by teaching” scenario in which the learner has to explain the learning content to the robot (e.g., Jacq et al., 2016). But it can also be framed as a tutor that moderates the interaction, observes the children’s learning process and provides individualized hints in a social fashion (e.g., Leyzberg et al., 2012).

In the past decade, research highlighted the potential benefits of robots applied in educational scenarios as a part of so-called Socially Assistive Robot Tutoring Systems (SARTSs) (cf. Clabaugh et al., 2015) for providing one-on-one tutoring experiences, especially for children (Belpaeme et al., 2018a). For example, the physical presence of an interactive and social robot can influence and support learning so that it becomes even more effective than learning from a classical on-screen media ITS (e.g., Han et al., 2005; Hyun et al., 2008; Kose-Bagci et al., 2009; Leyzberg et al., 2012). In fact, a robot tutor can increase learners’ task performance up to 50% (Kennedy et al., 2015). But even more important is that children can learn as much from a SARTS as they can learn from an adult (Westlund et al., 2017) or a child peer (Mazzoni and Benvenuti, 2015). However, also counter evidence can be found, showing that learning with and from a SARTS is just as beneficial as learning from a tablet game (Vogt et al., 2019) or that it just yields very small learning gains (Kanda et al., 2004; Movellan et al., 2009; Gordon et al., 2016). These contradictory results can be caused by different study setups, necessary limitations and the environment during the interaction, e.g., noisy classrooms at school (cf. Gordon et al., 2016; Vogt et al., 2019). But especially when embedding a SAR into a learning interaction some limitations are always indispensable. For example, adding too many social behaviors to the robot can distract the learner and harm the learning process in general (Kennedy et al., 2015). But still, using the right experimental design and strategies to make use of the robot’s physical and social presence can boost learning. This provides a first indicator that learning from SARs is qualitatively different compared to other digital tutoring technologies. This is partly due to children’s tendency to treat robots as peers in long-term in-
teractions (Tanaka and Matsuzoe, 2012a) and to connect with them on a friend-like basis (Kanda et al., 2004), which, in particular, underlines its potential usefulness for language learning.

The idea of extending a traditional ITS with a SAR and using its presence to create a motivating and interactive language learning experience was already picked up in several studies (e.g., Hyun et al., 2008; Alemi et al., 2014; Westlund et al., 2015; Jacq et al., 2016), but most of them address an older target group of children. Consequently, it is an open question whether the gained knowledge from these studies is also applicable for kindergarten children, since the development of young children’s cognitive and mental abilities is continuously and fast moving (cf. Mooney, 2013, Chap. 4). The same applies to insights gained from other education fields, in which a broad range of studies have already investigated how SARs can be used to support learning (e.g., Serholt et al., 2013; Chen et al., 2018; Ramachandran et al., 2018; Senft et al., 2018). Despite their promising results, the used strategies, e.g., to encourage the student to think aloud during problem solving (Ramachandran et al., 2018), can often not be applied to foreign or second language learning or might not show the same beneficial effects.

The remaining insights and findings just result in a small body of knowledge of how a SAR can be applied for young kindergarten children within this particular field, which is not sufficient yet to provide an optimal tutoring experience. This is, inter alia, due to the multidimensionality of the “learning” process in general (cf. Kennedy et al., 2016). It does not only include the “cognitive learning” that describes the learner’s knowledge gain (Bloom et al., 1956; Krathwohl, 2002; Anderson et al., 2001) but also the “affective learning” that consists of the learner’s long-term motivation and interest in the learning task (Krathwohl et al., 1964; Gorham, 1988), and the “perceived learning” that describes the learner’s self-perception of skill and knowledge changes during learning (cf. Alavi et al., 2002; Davidson et al., 2003, p. 243ff.). The major problem is that all three dimensions as well as the learner’s engagement are strongly correlated and each teaching or scaffolding action, either performed by a robot or an ITS, probably influences more than just one dimension.

In summary, one key problem is the lack of systematic knowledge about how an ITS can be extended by a SAR to scaffold and ensure young children’s language learning in all of these facets, especially given that suboptimal robot behaviors that are not matching or too distracting for the child can even hamper learning (Kennedy et al., 2015).

1.2 Research Goals

The present thesis, written in the context of the L2TOR project1 aims for developing a novel approach to extend a traditional ITS with a SAR for scaffolding kindergarten children’s foreign language learning. This includes to find out how a robot-supported tutoring interaction should be designed as well as which actions a robot and ITS can use to scaffold and foster foreign language learning in all its dimensions. To that end, a computational model that serves as the basis for a SARTS is required, which allows for an autonomous interaction by continuously adapting to the learner. More precisely, this thesis aims for investigating the following research questions:

1http://www.l2tor.eu
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**RQ0:** What are relevant elements of language learning practices in German kindergartens and how can they be implemented into a SARTS to provide a meaningful basis for foreign language learning interactions?

**RQ1:** How can a SARTS optimally address the cognitive learning of kindergarten children?

**RQ1.1:** How can a SARTS keep track of the individual knowledge and needs of kindergarten children to build up a sophisticated student model?

**RQ1.2:** How can a SARTS be enabled to select appropriate actions to adapt the interaction based on the student model?

**RQ2:** Which scaffolding strategies can be used by a SARTS to optimally support affective and perceived learning as well as the engagement of kindergarten children?

**RQ2.1:** What are relevant affective and cognitive states, as well as behavioral cues, to track the engagement of kindergarten children during foreign language learning interactions?

**RQ2.2:** Which actions can be used by a SARTS to scaffold the engagement and affective learning of kindergarten children during foreign language learning interactions?

**RQ2.3:** Which strategies can be applied by a SARTS to scaffold the perceived learning of kindergarten children during foreign language learning interactions?

**RQ3:** How to combine multiple strategies addressing the different learning dimensions into a single approach that is capable of modeling the learning dimensions' interconnections and allows for an autonomous interaction with online adaptation?

To address these questions several studies were conducted starting with a data collection to define an appropriate language learning scenario for kindergarten children as a basis for all following studies. Since the major goal of a tutoring interaction is to teach knowledge, a novel and easily extendable model is presented and evaluated, which can serve as a basis for an ITS or SARTS, respectively. It allows to track children’s knowledge state and, based on this, to autonomously make decisions to plan and adapt the next steps of the tutoring interaction. In addition, this model allows to represent the influences of tutoring and scaffolding strategies on the learning process as well as between the different learning dimensions so that they can also be considered during the planning process. However, since there is still a lack of systematic knowledge about which tutoring and scaffolding actions work best for kindergarten children and how they should be designed and implemented, especially when applied by a robot, new strategies had to be designed and evaluated. They are meant to positively influence the learner’s engagement, affective and perceived learning, which in turn can foster cognitive learning.

1.3 Contributions

This thesis contributes to the field of ITSs and provides further insights on how such systems can be enriched with a SAR to support children’s learning. While this field already contains a huge amount of research, the informational body of systematic knowledge on how a SAR can be applied to the foreign language learning of kindergarten children is still limited. Here, this thesis starts to fill up this knowledge gap through the following novel contributions:
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- **Tutoring interaction design for SARTSs**: to be able to investigate the different research questions, a suitable structure and setting for the tutoring interaction as well as guidelines to provide appropriate feedback to kindergarten children are required. Furthermore, this information needs to be transferable to a SARTS. Therefore, this thesis presents an empirical basis derived from observational recordings in German kindergartens, which includes the different aspects that need to be considered when implementing a suitable tutoring interaction for young kindergarten children.

- **Autonomous and adaptive teaching model**: the central part of an ITS contains separate modules to keep track of the learner’s developing knowledge and to plan the next steps of the remaining tutoring interaction. This thesis presents a novel approach to combine both, knowledge tracing and decision-making, into a single and easily extendable model. This yields the possibility to simulate the effects of all teaching actions based on the system’s belief about the learner’s current knowledge and to optimally plan the next steps. The results of two evaluation studies show that a personalized tutoring interaction guided by this model is able to significantly improve students’ learning performance and to maintain their engagement on a significantly higher level as compared to the control conditions with non-adaptive tutoring.

- **Scaffolding strategies for Socially Assistive Robots**: Since learning is a multidimensional process, a tutoring system has not only to address the student’s cognitive learning but also to support the remaining dimensions, e.g., by providing additional scaffolding. Consequently, this thesis presents new insights gained from domain experts on how the engagement of kindergarten children can be tracked, which behavioral cues are important and which scaffolding strategies, e.g., re-engaging the child, can be used by a SARTS to react appropriately. In addition, a novel scaffolding strategy to address students’ perceived learning is developed and implemented. It is based on literature of transparency and open learner models, and is meant to support learners’ self-perception as well as to reduce their uncertainty. An evaluation study with kindergarten children demonstrated that the implemented scaffolding strategies can indeed be used to either maintain or recover learners’ engagement. Further, they allow to support the perceived learning of slow learning children and, with that, their learning process so that they can keep up with their stronger classmates.

- **Fusion of the adaptive teaching model and scaffolding strategies**: The multidimensionality of the learning process makes it indispensable for an autonomously acting ITS to consider the different influences of the learning dimensions, as well as of all included scaffolding and tutoring actions. Thus, this thesis presents an extended version of the developed autonomous and adaptive teaching model that integrates and also allows to adapt to these influences. More precisely, applying this model enables an ITS to simulate the effects of different action combinations, e.g., first re-engage the child before providing the next teaching task, and to choose the most profitable action series to optimally foster learning while maintaining an appropriate level of engagement. The model’s behavior was tested via simulations of different learner types, which were derived from studies with kindergarten children. The corresponding results nicely illustrate the model’s ability to identify the individual needs of each learner type and to tailor the interaction accordingly.
1.4 Thesis Outline

This thesis is organized as follows. In Chapter 2 the theoretical background, with respect to the different learning dimensions, the engagement, their interconnections and the important concepts of language learning, is introduced. Chapter 3 introduces Intelligent Tutoring Systems, their possible structures and fields of application. Furthermore, it defines the term of Socially Assistive Robots, the related work on Socially Assistive Robot Tutoring Systems and their application in educational settings. Subsequently, Chapter 4 focuses on the empirical basis that contributes to the development of a suitable interaction structure, tutoring game and feedback behaviors for kindergarten children. In Chapter 5 the related work and development of a novel approach for knowledge tracing and predictive decision-making are presented. Furthermore, in this chapter two user studies are presented, one conducted with adults and one with kindergarten children, which evaluate the developed model. The following Chapter 6 describes the related work, development and evaluation of scaffolding strategies applicable by a Socially Assistive Robot to support young children in their engagement, affective and perceived learning. Afterwards, Chapter 7 proposes an extended version of the model presented in Chapter 5, which integrates all findings of the present thesis. This model is evaluated with simulations of different learners derived from the previous studies and the corresponding results are presented and discussed. Furthermore, current limitations and required future investigations to fit the missing parameters of this model are discussed. Finally, Chapter 8 summarizes this thesis, highlights its contributions as well as its limitations and points towards future research directions.

Since this thesis was written within the scope of the L2TOR project, several colleagues were involved in the work described in the Chapters 4 to 6. Thus, the author’s contributions will be noted in the following. First of all, the author contributed to the analysis of pre-recordings conducted in German Kindergartens presented in Chapter 4. Furthermore, he provided strong and independent contributions in a small team to the subsequent conception of the tutoring design, as well as the development of the general system setup. In Chapter 5, the author was fully responsible for the development and implementation of the described A-BKT model, as well as the study system for the first evaluation study (see Section 5.3) and did almost all of this work himself and independently. Furthermore, he provided strong and independent contributions in a small team to all stages of the study, namely, conception, planning and conduction of the actual study, as well as the analysis and interpretation of the results. The author’s implemented study system was, with small adaptations, also used in the second evaluation study (see Section 5.4), in which he further provided small independent contributions to the planning process, as well as the analysis and interpretation of the respective results during joint work with a project partner from the Netherlands. In addition, the author also contributed to the analysis and interpretation of the subsequent engagement analysis study (see Section 5.5). In the remaining two studies presented in Chapter 6, namely, the expert interviews (see Section 6.2) and the scaffolding evaluation study (see Section 6.3), the author was again fully responsible for the development, as well as the implementation of the study systems and did almost all of this work himself and independently. Finally, he provided strong and independent contributions in a small team to all stages of both studies including the planning, the study conduction, as well as the analysis and interpretation of the results.
2 Background

Developing a SARTS to support kindergarten children in their language learning requires a sufficient understanding of how learning works in general. The following chapter summarizes this information, which provides insights into the potential needs of the learner and, thus, is indispensable when building a SARTS that creates an optimal and personalized tutoring experience for language learning. This includes knowledge about the different dimensions of learning (cognitive, affective and perceived learning) and the learner’s engagement, how they are interconnected and how they can be addressed (Section 2.1). Additionally, more specific knowledge about important concepts of language and word learning is required, which also adds further requirements to the learning interaction (Section 2.2).

2.1 Dimensions of Learning and Engagement

Following general findings on learning, it can be assumed that learning with SARTS also involves the three different dimensions of learning, namely, cognitive, affective and perceived learning (cf. Kennedy et al., 2017). While cognitive learning typically refers to the knowledge and skills addressed in learning interactions (Bloom et al., 1956; Anderson et al., 2001; Krathwohl, 2002), affective learning represents aspects, such as attitudes, values and motivation towards the learning objective or content (Krathwohl et al., 1964; Gorham, 1988). Perceived learning, instead, focuses on the learner’s beliefs of how much she has learned and how confident she is about her learned knowledge (cf. Alavi et al., 2002; Davidson et al., 2005, p. 243ff; Caspi and Blau, 2008, p. 327). Sometimes the third dimension is replaced by the psychomotor domain that includes, inter alia, physical movements and coordination tasks (cf. Dave, 1970; Harrow, 1972; Simpson, 1972), which can range from easy tasks, such as washing a car, to more complex tasks, such as dancing. However, since language education is not directly connected to the psychomotor domain, this thesis focuses only on perceived learning instead.
2.1.1 Cognitive Learning

According to Bloom et al. (1956) the concept of cognitive learning involves the to be learned knowledge and the development of intellectual skills. This includes recognizing or recalling facts, procedures, patterns and concepts that help to develop intellectual abilities. To describe this process, Bloom et al. (1956) developed the “Taxonomy of educational objects”, which covers the following six major categories of cognitive learning: (1) the **knowledge**, which “involves the recall of specifics and universals, the recall of methods and processes, or the recall of a pattern, structure, or setting” (Bloom et al., 1956, p. 201); (2) the **comprehension**, which “refers to a type of understanding or apprehension such that the individual knows what is being communicated and can make use of the material or idea being communicated without necessarily relating it to other material or seeing its fullest implications” (Bloom et al., 1956, p. 204); (3) the **application** that refers to the “use of abstractions in particular and concrete situations” (Bloom et al., 1956, p. 205); (4) the **analysis**, which represents the “breakdown of a communication into its constituent elements or parts such that the relative hierarchy of ideas is made clear and/or the relations between ideas expressed are made explicit” (Bloom et al., 1956, p. 205); (5) the **synthesis** of knowledge that involves the “putting together of elements and parts so as to form a whole” (Bloom et al., 1956, p. 205); (6) finally, the **evaluation**, which evokes “judgments about the value of material and methods for given purposes” (Bloom et al., 1956, p. 207). These categories can be thought of as degrees of difficulties one has to achieve step by step, from concrete to abstract levels in a cumulative hierarchy so that the previous level(s) must be mastered before the next one can be tackled.

A few decades later, Bloom’s established theory has been revised by Anderson et al. (2001). In the traditional taxonomy the categories are only based on the knowledge while the corresponding underlying cognitive processes were only mentioned as supplements in the hierarchy. To break up this static structure, Anderson et al. (2001) separated the knowledge and the cognitive processes and created two single
dimensions for them. They further renamed and restructured the old categories, and allow for the new hierarchy to be more flexible so that categories may overlap. Moreover, the new six categories focus on the underlying cognitive processes of cognitive learning and, therefore, are renamed with gerunds (see Figure 2.1). In detail, they can be described as follows: (1) remembering the acquired knowledge and being able to recognize and recall it later on; (2) understanding the knowledge so that it can be used by the learner to interpret, exemplify, classify, summarize, infer, compare and explain it; (3) applying the newly learned knowledge to execute or implement something in a new situation; (4) analyzing new situations to differentiate them from or organize and attribute them to already acquired knowledge; (5) evaluating materials by means of checking them for correctness and criticizing them; (6) planning and creating new content based on the attained knowledge (Anderson et al., 2001, p. 14ff.). As can be seen, synthesis was renamed to creating and changed place with evaluation. This is because creating involves inductive thinking, which is a more complex cognitive task than deduction that is usually used when one evaluates something.

In contrast, the second dimension represents the knowledge applied/learned in each cognitive process and can be divided into the following four types: (A) factual knowledge is defined as knowledge about terminologies, specific details and elements of the learning content; (B) conceptual knowledge, which includes knowledge of classifications and categories, principles and generalizations, as well as theories, models and structures with respect to the learning domain; (C) procedural knowledge consists of subject-specific skills, algorithms, techniques and methods, as well as criteria for determining when to use appropriate procedures; (D) metacognitive knowledge, which summarizes strategic knowledge, self-knowledge and knowledge about cognitive tasks, including appropriate contextual and conditional knowledge (Anderson et al., 2001, p. 27ff.).

With the resulting two-dimensional representation it is possible to create a so-called taxonomy table with knowledge as vertical and the six cognitive processes as horizontal dimension. Based on this table the difficulty level of different tasks can be analyzed by categorizing their required knowledge and cognitive processes. For instance, given the exemplary task taken from Krathwohl (2002)

“Write original compositions that analyze patterns and relationships of ideas, topics, or themes.”

(Krathwohl, 2002, p. 216)

the following knowledge (gray) and cognitive processes (red) can be identified (see Table 2.1). In the noun phrase the required knowledge is described, whereas the verb phrases contain the needed cognitive processes to solve the given task. In detail, within the noun phrase, the words “patterns and relationships” belong to the conceptual knowledge and can be sorted in accordingly. The verb “analyze” belongs to the forth cognitive process analyzing, whereas the verb “write” belongs to creating. The resulting taxonomy table is presented in Table 2.1.

This taxonomy table helps to identify all cognitive processes and types of knowledge addressed by a learning task and allows for creating a matching tutoring interaction in which the SARTS can track the learner’s mastery of needed skills and adapt the interaction accordingly, e.g., by choosing appropriate tasks and/or providing additional support.
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<table>
<thead>
<tr>
<th>faktual knowledge</th>
<th>remembering</th>
<th>understanding</th>
<th>applying</th>
<th>analyzing</th>
<th>evaluating</th>
<th>creating</th>
</tr>
</thead>
<tbody>
<tr>
<td>conceptual knowledge</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>procedural knowledge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>metacognitive knowledge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: The resulting taxonomy table for the example given by (Krathwohl, 2002, p. 216). The addressed conceptual knowledge has to be analyzed and used to create a composition.

2.1.2 Affective Learning

The dimension of affective learning is also indispensable for education and covers parts of the learner’s emotional and belief system. Practitioners such as Kratwohl et al. (1964), for instance, describe the affective domain as “objectives which emphasize a feeling tone, an emotion, or degree of acceptance or rejection [...] expressed as interests, attitudes, appreciations, values, and emotional sets or biases” (Kratwohl et al., 1964, p. 7). Although these types of objectives are often difficult to measure in quantifiable terms, many educators try to cope with them, because they want their students to “appreciate” what they are learning and to “feel good” about themselves during class. In fact, most educators recognize during their own empirical teaching practice that learning occurs more often and to a greater extent when their students are emotionally involved, which is also supported by neurobiological studies (cf. Levy, 1983; Davidson and Cacioppo, 1992, see also Section 2.1.4). Hence, it is important to address the affective learning dimension during teaching and it can be assumed that a lack of emotive stimuli may cause the learner to give up their efforts for sustained learning.

The affective learning domain is also represented in the taxonomy of Bloom et al. (1956) and Kratwohl et al. (1964). It is explained as a paradigm, which can be divided into five major categories (see Figure 2.2), again ordered from simple to complex: (1) receiving phenomena, which means that the learner is aware of the learning interaction, has the willingness to hear about the learning content and focuses her attention to the learning problem; (2) responding to phenomena is describing the active participation of the learner, so that she is attending and reacting to particular phenomena arising during the learning interaction. Furthermore, a good learning outcome may improve the willingness to respond and the satisfaction in responding (motivation); (3) valuing describes the value a learner attaches to the learning process, which ranges from simple acceptance to a more complex state of commitment. Although it is based on the learner’s internal set of particular values, clues to these values are often expressed by the learner through overt behaviors and, thus, are identifiable by teachers; (4) organization refers to assigning priorities to values by contrasting them, resolving conflicts between them, and creating an unique value system. An example for this is the recognition of an imbalance between free time and other responsibilities. The learner then creates a life plan in harmony with abilities, interests and beliefs to prioritize the time effectively to meet the needs of work, family and self; (5) internalizes
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The learner’s value system is internalized and controls his behavior. Values (characterization) so that the learner has an internal value system influencing her behaviors to be pervasive, consistent and predictable. Additionally, instructional objectives focus on learners’ general patterns of adjustment on the personal, social and emotional level. Examples for this category are that the learner shows self-reliance when working independently, shows teamwork abilities while working in a group, uses an objective approach in problem solving or shows professional commitment to ethical practice on a daily basis (Kratwohl et al., 1964, p. 34f.).

Although the taxonomies for the cognitive and affective learning describe different, apparently independent categories or objectives, they are closely interconnected and influence each other. Additionally, separating both becomes already somewhat artificial, because no teacher or curriculum worker intents one entirely without the other when preparing the learning content. However, examining each dimension separately yields a good impression of what aspects have to be included in a good teaching interaction. For example, it can be used by a SARTS to adapt the difficulty of the learning content or to provide appropriate scaffolding for the cognitive and affective learning dimension (see Section 2.1.5). This in turn can lead to a feeling of “flow” (cf. Basawapatna et al., 2013), which can further increase the learner’s positive value towards learning and rise her motivation to increase her endeavor.

2.1.3 Perceived Learning

The dimension of perceived learning, also known as perceived ability (e.g., Miller et al., 1996; Greene and Miller, 1996), refers to a retrospective evaluation of the learning experience and can be defined as a “set of beliefs and feelings one has regarding the learning that has occurred” (Caspi and Blau, 2008, p. 327). It is often described in connection with the concept of Self-Regulated Learning (SRL), in which students try to adapt their own learning behavior, e.g., the application of solving strategies or deciding on the next learning content. In general, this is called the self-reflection phase, which includes two different aspects (Davidson et al., 2003, p. 243ff). First, self-reactions that mostly consist of emotions, e.g., feeling ashamed due to the impression of putting too little effort into a task while not being able

Figure 2.2: The five categories contained in the affective learning dimension (Kratwohl et al., 1964) ordered from easy (gray) to more complex (red). Further explanations for the different categories are presented in the rectangles on the right.
to solve it successfully and, second, self-evaluations, which include mainly objective measures of the reached learning outcome. The latter refers to self-monitoring one’s outcomes and comparing them with a goal or standard, which has to be achieved. While this is relatively easy in tasks where only one correct outcome exists, e.g., in mathematics or vocabulary learning, this might be harder in more complex tasks or tasks including a social component. In general, four major criteria for self-evaluations can be differentiated: (1) the mastery, which is an absolute measure of the solution’s quality, e.g., comparing a solved math problem with the intended solution. If the measurement of the absolute mastery is not possible, e.g., because of an unstructured informal context, (2) the previous performance can be used for self-evaluation by comparing it with current performance. This is also called self-criteria (cf. Ellis and Zimmerman, 2001, p. 212) and requires a performance record of the past learning endeavors, e.g., assessing the growing competence in solving crossword puzzles by counting the remaining gabs and errors made by comparing it to the author’s solution. (3) The normative criteria is defined as social comparison of one’s solution with solutions of others, such as classmates or in competitions, in which one gets awarded, e.g., with a medal at a spelling bee. (4) The collaborative criterion is primary used while working in teams (Bandura, 1991). Here, the success is defined in terms of the fulfillment of a particular role in the team. For example, in an Academic Olympic competition where every person is an expert of a different topic so that the criterion of problem-solving success might be different for a “science expert” compared to a “humanities expert” (Davidson et al., 2003, p. 244f).

These self-evaluations or even self-judgments are also related to the causal attributions of the effort’s outcomes, meaning, whether a failure is due to one’s limited ability or to insufficient endeavors. This is crucial for the learning interaction, because attributing errors to a fixed learning ability might cause students to react negatively, discourage them and let them give up (cf. Weiner, 1979). However, attributing errors to the applied solving strategy has been shown to be effective in sustaining motivation during problem solving (e.g., Zimmerman and Kitsantas, 1996, 1997), because it sustains a perception of efficacy until all possible strategies are tested. But in general, the attribution is not automatically a result of favorable or unfavorable self-evaluations. It further depends on the affective learning dimension, since prior motivational beliefs can also affect the outcome expectations (Bandura, 1991).

The last important aspect in self-perception and attribution is the intentionality (cf. Weiner, 1985). If students, for instance, do not intent to solve a task properly, although they have the skill to do so, they probably will not experience the adverse self-reactions for a weak self-perception resulting from a poor performance. Whereas students, who fail at a problem while intending to solve it, might attribute this to a lack of ability and, thus, might experience shame and dissatisfaction (Davidson et al., 2003, p. 245). Consequently, the concept of intentionality is able to influence or modify the general effects of self-perception and attribution on the learner’s emotions and affective learning dimension.

In Summary, the perceived learning has a strong influence on the overall learning process and, thus, can be used by a SARTS to further support the learner to achieve her goals. For example, it can support the learner in understanding her own knowledge and motivate her so that she is learning with the right mindset and attribute her errors correctly. This in turn can lead to a more positive attitude towards learning, higher endeavor to solve the tasks and, with that, to higher learning gains.
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2.1.4 Engagement

In addition to general motivational aspects, also learning related affective states, such as boredom or frustration, have to be taken into account, since they also influence the learning interaction significantly (Craig et al., 2004). They are often summarized under the concept of engagement, which is allied with the affective learning dimension. In recent years, this concept has frequently been used in a variety of settings, such as human-human (Glas and Pelachaud, 2014), human-agent (Hall et al., 2005; Peters et al., 2005) and also human-robot interactions (Sanghvi et al., 2011; Le Maitre and Chetouani, 2013). However, the variety of definitions is as broad as the areas of application (see Glas and Pelachaud (2015) for an overview). Goffman (1966), for instance, defined engagement in terms of face engagement:

“Face engagements comprise all those instances of two or more participants in a situation joining each other openly in maintaining a single focus of cognitive and visual attention – what is sensed as a single mutual activity, entailing preferential communication rights.”

(Goffman, 1966, p. 89)

Even though this definition of engagement is relatively old, it is still applied nowadays (e.g., Couture-Beil et al., 2010; Le Maitre and Chetouani, 2013), especially in interactions where people employ eye-contact, gaze and facial expressions to interact with each other (Le Maitre and Chetouani, 2013). Also other definitions can be found that can be applied on a meta-level, e.g., by including the attribution of a value onto the interaction goal (Peters et al., 2005):

“[...] the value that a participant in an interaction attributes to the goal of being together with the other participant(s) and of continuing the interaction.”

(Peters et al., 2005, p. 1)

This definition is frequently applied in systems and studies (e.g., Bohus and Horvitz, 2009; Glas and Pelachaud, 2014) or serves as a basis for engagement tracking opportunities (e.g., Castellano et al., 2009; Sanghvi et al., 2011).

However, according to educational psychologists, such as Linnenbrink and Pintrich (2003), engagement can generally be divided into three major areas: (1) the behavioral engagement, which involves the learner’s observable behavior with respect to “Are they working hard? Are they distracted? Do they show help seeking behavior? Do they endure a task even if they encounter difficulties or do they give up easily?”. Usually teachers can easily tell if students are behaviorally engaged by simply watching them and they try to maximize it, because students who are showing higher behavioral engagement persist longer at tasks and reach higher learning gains (Skinner and Belmont, 1993). (2) The cognitive engagement, instead, describes, for instance, whether the students are not only behavioral engaged and show attention, e.g., by gazing at the teacher, but also think deeply about the learning content and try to use different strategies to increase their learning gains and understanding of the materials. (3) Finally, the motivational engagement focuses on learners intrinsic motivation to learn within a particular setting,
which can be achieved by choosing appropriate content and tasks in terms of the learner’s interest, skill level and affect (Linnenbrink and Pintrich, 2003).

When comparing the definition provided by Linnenbrink and Pintrich (2003) and the first three concepts of the affective learning domain multiple similarities can be found. However, in many cases the engagement does not only represent a subset of the affective learning dimension but also includes a broader set of emotional aspects influencing the learning interaction as stated by Hall et al. (2005):

“Empathic engagement is the fostering of emotional involvement intending to create a coherent cognitive and emotional experience which results in empathic relations between a user and a synthetic character.”

(Hall et al., 2005, p. 1f.)

This definition already includes deeper emotional states and refers to the cognitive and emotional experiences the user senses. Especially these emotional experiences are important in general learning interactions. Studies showed that emotional or affective states, such as confusion, anxiety, flow, boredom, frustration and surprise are able to influence student’s answering behavior and learning gains (e.g., Craig et al., 2004; Lehman et al., 2010). Further, such states influence cognitive processes like attention, understanding, remembering, long-term memorization, reasoning and the application of knowledge during task solving (Tyng et al., 2017). Consequently, students’ emotional and affective states should definitely be considered carefully when developing a SARTS, since they strongly influence the learning process. For example, a SARTS can work pro-actively, e.g., by adjusting the task difficulty to establish a feeling of flow so that it is not too easy nor too hard, which in turn can prevent boredom and frustration (cf. Csikszentmihalyi, 2014, p. 243ff.). Further, the SAR can be used to express emotions, which can result in an overall higher positive valance and, thus, in positive affective states (Gordon et al., 2016).

In summary, learners’ affective states play a crucial role within learning interactions. Although they are not directly responsible for high or low learning gains, they strongly influence the learning process as a whole. In general, it can be concluded that a high engagement with positive affective states can be highly beneficial for a learning interaction and, thus, the definition of engagement in the scope of foreign language tutoring has to take learners’ affective states into account and, with that, goes beyond the affective learning dimensions. However, since the definition of engagement is also dependent on further information, e.g., about the tutoring setting and the robot’s role, the definition used in this thesis is defined in Chapter 6 after all required information are collected.

2.1.5 Scaffolding

As briefly mentioned, to provide a beneficial learning interaction for each individual learner appropriate scaffolding is required that allows to address the engagement and the different learning dimensions. In this context, the term scaffolding refers to any strategy or temporary assistance provided by a teacher to guide and support the learner in moving towards new skills, concepts or levels of understanding (Bruner, 1978; Gibbons, 2002, p. 16ff.). More specifically, scaffolding means to build a “scaffold” for
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![Diagram of the Zone of Proximal Development](image)

**Figure 2.3**: Illustration of the ZPD. Students can either learn on their own or together with a tutor in the ZPD to solve tasks slightly above their current abilities or can be faced with tasks they cannot even solve with external help (taken and redesign from Culatta (2011)).

The previously mentioned examples for scaffolding mainly address the dimension of cognitive learning. However, this concept is not limited to this domain and can also be applied to influence the affective and perceived learning. For example, to provide scaffolding for students’ affective learning and engagement, a teacher can try to motivate the learner before providing a task by sketching the learning goal and the benefits gained when achieving it. She further can monitor and control the learner’s frustration during problem solving, e.g., by providing additional help or scaffolding at the right time (cf. Bransford et al., 2000, pp. 104). In addition, the teacher can provide appropriate feedback for the learner, which can be defined as “information provided by an agent regarding aspects of one’s performance or understanding” (Hattie and Timperley, 2007, p. 81). In general, feedback can be provided in two different ways (cf. Pat-El et al., 2013). First, it can just be informative by reflecting the “monitored” performance of the learner relative to the learning goals, i.e., “where you are” and “where to go” (Sadler, 2009). Second, the feedback can be enhanced by additional scaffolding to support the learner...
by giving direction and advice (Shepard, 2005), i.e., “how to get there” (Sadler, 2009). Both have been shown to positively affect the learner’s intrinsic motivation (Shute, 2008; Corbalan et al., 2009), while the information of how to improve in a task achieved the highest positive effect (Moreno, 2004; Dresel and Haugwitz, 2008).

However, providing information about the learner’s current state of knowledge and already attained goals can also be used to address the dimension of perceived learning. According to Lin et al. (1999), this information does not necessarily need to be provided through verbal feedback from a single teacher and can also be communicated via process displays or a forum for reflective social discourse, e.g., a classroom. Furthermore, they argue that this type of additional scaffolding for self-reflection or perceived learning, respectively, can support students during learning and improve their development of adaptive learning expertise by increasing their reflective practice (Lin et al., 1999). Moreover, raising the student’s intrinsic motivation by providing appropriate feedback can also serve as a scaffold for learners’ intentionality (see Section 2.1.3), since it influences or modifies the general effects of self-perception and attribution of errors on the affective learning dimension and engagement. Consequently, it might be beneficial either to motivate students verbally before or during the learning interaction or to use an easy task on which they will succeed, so that they are working with the right mindset and motivation to interpret their self-perception and attribute their errors correctly.

2.1.6 Correlations between Learning Dimensions and Engagement

The presented studies and definitions already provided hints that strong correlations between the learning dimensions and the engagement exist (see Figure 2.4 for an overview). To prevent undesirable influences of applied tutoring and scaffolding actions, which might lower the effectiveness of a learning interaction, this important aspect has to be considered, too. In particular, the cognitive and affective learning dimensions are strongly correlated with the student’s engagement and highly influence each other (Schwarz, 2000; Craig et al., 2004; Lehman et al., 2010; Hamari et al., 2016). For instance, Craig et al. (2004) found a significant relationship between cognitive learning and the affective states of confusion, flow and boredom. While boredom can hamper learning, a low amount of confusion can support cognitive learning, which in turn can result in a good learning progress and a feeling of flow (Craig et al., 2004). This in turn can result in a positive mood and a higher intrinsic motivation (cf. Csikszentmihalyi, 2014, p. 233ff.; p. 255), which can cause a positive value and attitude towards learning (see Section 2.1.2) and, thus, can support the cognitive learning dimension.

But both dimensions together with the engagement influence and are also influenced by the learner’s self-perception (perceived learning). On the one hand, it was shown that a good self-perception ability during learning is a strong predictor for school achievements and, thus, for cognitive learning (Pajares and Miller, 1994; Spinath et al., 2006). However, negative observations during learning can also lower the learner’s engagement (Miller et al., 1996; Greene and Miller, 1996), which in turn can cause her to attribute the observed problem to her limited skills, to lose the learning motivation and to let her stop the endeavors (cf. Davidson et al., 2003). On the other hand, motivational prior beliefs and engagement can influence the self-perception either positively or negatively (Bandura, 1991; Schwarz, 2000). If stu-
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Using speech for communication purposes is an ability, which has been develop quite late in the human history. It is a result of an interplay of a variety of cognitive processes and has to be learned or acquired, because it is not a skill anchored in our genes. However, it is an inherent endeavor of each human to
communicate by using either a language or non-verbal behaviors such as facial expressions and gestures. Even newborns are already interested in social communications to express their feelings and needs and can already recognize faces, touches and also sound (cf. Müller, 2013, p. 44f.).

In general, three different types of languages have to be differentiated. First, the mother tongue, which is acquired in a mainly unconscious process in the first years of life. Second, the foreign language, which is learned in school, but is not present in the learner’s daily life so that its access is limited. Finally, the second language that is both, acquired and learned, which happens, e.g., when parents speak different languages and decide to raise their children bilingual (cf. Oxford, 2003, p. i). Especially the last type demonstrates that both processes, acquiring and learning, are not fully distinct and can take place at the same time (cf. Krashen, 1981, p. i ff.). Further, they preferably take place within a social interaction, which is one of the most important aspects of language learning in general. Roseberry et al. (2009), for instance, showed that children younger than 3 years only learn the meaning of verbs in a close interaction with their mother. This is, when presenting the verbs within a video, even though still spoken by their mothers, they did not understand their meaning correctly (Roseberry et al., 2009). Older children, however, are already able to understand the meaning of verbs through a video, although they still showed higher learning gains in direct interactions (Roseberry et al., 2009; cf. Müller, 2013, p. 53).

### 2.2.1 Learning a Foreign Language

In general, young children are able to learn new languages faster than adults and achieve a learning speed similar to the acquisition of their mother tongue. Furthermore, they can achieve high competencies in the use of grammar and complete phoneme sets (pronunciation) (Ghasemi and Hashemi, 2011; Müller, 2013, p. 65f.). This observation is supported by the theory about the existence of an critical phase for language learning. Lenneberg (1967) described this phase as a limited timespan in which it becomes possible to learn a further language to an extend comparable to the mother tongue (Lenneberg, 1967). However, the age-region of this critical phase is controversial discussed. While most researchers agree on having this phase located in childhood, the start and end points range from the age of three to four up to the puberty (cf. Kim, 2007, p. 5f.; Müller, 2013, p. 65f.).

A newer theory called neural commitment further supports the existence of this phase and describes the development of neural patterns, which mainly depends on the perception frequency of multiple languages. These patterns can influence the ability to learn languages later on, meaning, if children mainly hear their mother tongue their brains mostly provide specialized systems to filter particularly these familiar phonemes and, thus, do not allow for an easy generalization to other languages (cf. Kuhl, 2004). This is also supported by other studies, which provide further evidence that learning an additional language quite early can significantly influence the structure of our speech systems (cf. Mechelli et al., 2004; Schlegel et al., 2012; Mayer et al., 2015).

But, although these studies provide first hints, it is still not fully resolved how learning of further languages in different stages of children’s development can influence the organization and representation of the mother tongue, a foreign or a second language in their brains. Müller (2013), for instance, presented three possible constellations. All languages might either share the same area, just a subset or
are even located in fully distinct areas (cf. Müller, 2013, p. 58ff.). However, first evidence is provided that adults who have a high proficiency in both languages use a shared brain area, while those with a lower proficiency in the foreign language use separate cerebral areas for the representations (cf. Kim, 2007, p. 6). This further supports the neural commitment theory in the sense that parts of the speech system can generalize and handle multiple languages, while this still does not provide any information about the optimal age for learning further languages.

In the past, critics even feared that learning or acquiring two or more languages in parallel might cognitively overstrain children so that they are not able to master even one language completely. However, the mastery of a language is hard to measure, since it is not well defined yet. Even the language skills of native speakers can vary although they did not learn a second or foreign language. In addition, a lot of studies addressed and refuted the critics’ apprehension and, instead, highlighted the benefits. They have shown that the simultaneous exposure to two languages increases the phonological awareness, fosters children’s thinking about language per se and leads to higher meta-cognitive and meta-linguistic skills (Bialystok, 2007; Ramirez and Kuhl, 2016). In addition, the majority of the world population is raised bilingual and no significant verbal deficits can be found\(^1\). Hence, the benefits of early language education outweighs the apprehension of critics and it seems to be reasonable to start early with learning a foreign or second language. This cannot only lead to higher proficiency, in the ideal case comparable to the mother tongue, but also to more generalizable neural patterns and representations in their brains, which help to learn and speak new languages and enable the children to be optimally prepared for their later lives.

### 2.2.2 Word Learning

A major aspect of language education is the learning of new words, their syntax and semantics. While it is still not fully resolved why especially young children are able to learn their mother tongue and its vocabulary so quickly (Kuhl, 2004), a variety of theories have been developed to partially demystify this process. Capone and McGregor (2005), for instance, introduced the concept of *fast mapping*:

> “Fast mapping is the initial association of word and referent in memory. Fast mapped (and infrequently encountered) words are incompletely represented with limited semantic and lexical knowledge and few connections to other words in memory.”

(Capone and McGregor, 2005, p. 1469)

The major point of this theory is that in most cases a single contact to a word is already enough to create a first rough concept of this particular word in our brains. Especially, young children are quite good in using these rough concepts, because they are trained to learn a lot of words each day. In particular, they are able to associate words with them already after a few contacts (cf. Horst and Samuelson, 2008). After a first rough concept is established, the process called *slow mapping* is applied.
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Another concept for word learning is developed by Rohlfing et al. (2016). The so-called *pragmatic frame* describes word learning as an embedded process in a specific activity or setting:

“A pragmatic frame is a negotiated interaction protocol targeted to achieve a joint goal [...]”

(Rohlfing et al., 2016, p. 2)

This theory further highlights the importance of a social interaction for word learning in the sense that using a specific word frequently within such an interaction can additionally support its memorization. To establish a pragmatic frame it is important to define a mutual interaction goal to allow for the learner to analyze and understand each single step and activity taken in which the target words can be embedded. This leads to a familiarization effect so that the interaction structure is easily interpretable, which results in lower cognitive load for the learner and, hence, allow her to concentrate on the word learning itself (Rohlfing et al., 2016).

Although both concepts describe different aspects, they are often applied simultaneously, e.g., while “reading” a picture book. The adult (parent or educator) asks the child about names of certain objects or if not known yet, gives them names, while the child has to remember them quickly. Here, the underlying interaction concept of reading any kind of picture book serves as the pragmatic frame with which most children are rapidly familiarized. Additionally, the child has to use the process of fast mapping to combine the frequently occurring new concepts with newly given names into rough concepts, which are enriched with further details later on (slow mapping).

2.3 Summary

Investigating the effects and influences of all three dimensions of learning (cognitive, affective and perceived) highlights the necessity to take all into account when building a SARTS. Although the intended progress during tutoring primary takes place in the cognitive learning dimension, the others can either support or hamper this progress. Moreover, the student’s engagement needs to be considered as well. Although it overlaps with the affective learning dimension, it goes beyond it and considers the learner’s affective states, which also influences the learning process significantly. Consequently, to create an optimal language learning interaction a tutoring system needs to provide multidimensional support, e.g., by applying appropriate scaffolding actions. This further allows for the learner to work in the ZPD and enables her to achieve goals beyond what she could have achieved without this support.

However, selecting appropriate teaching and scaffolding actions is a complicated task, since all learning dimensions are strongly interconnected. That is, each tutoring or scaffolding action executed by a SARTS can influence multiple dimensions, which in turn complicates the planning process. For instance, motivating the learner will lead to higher affective learning, which can increase cognitive learning. Providing good explanations and scaffolding during teaching can foster cognitive learning, which can lead to a more positive attitude towards the subject, enhance the motivation to interact with the
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SARTS (affective learning) and, additionally, foster positive affective states (engagement). This in turn can result in a higher learning gain and a feeling of performing well (perceived learning). Conversely, actions that cause a negative attitude towards the subject (affective learning) can lower engagement, which can further hamper cognitive and then perceived learning. Consequently, the strong interconnections can not only result in great synergy effects but also in unintended negative influences so that it is indispensable to consider these correlations carefully when building a SARTS or an ITS in general.

In addition, general findings on language learning should be considered as well. Although research supports that it is reasonable to encourage already young children to learn a foreign or even second language, since it is much easier for them as compared to adults and yields a positive influence onto their neural speech system, they still can be further supported by a SARTS. For example, the tutoring system can use the SAR to provide a social presence for establishing a pragmatic frame, which allows for the learner to benefit from a familiarization effect so that she can fully concentrate on the learning content instead of thinking about the general interaction. Further, the concept of fast mapping can be used so that the learner has a first rough idea about the learning content, before the actual tutoring interaction starts, in which the content is repeated several times to trigger the slow mapping process.

In conclusion, the identified information about the different learning dimensions, learners’ engagement, as well as the knowledge about language and word learning provides a meaningful basis for the development of a SARTS. First of all, the information serve as a guideline regarding important aspects of learning and can be used as a basis for the development of different adaptation capacities to tailor the tutoring interaction to the individual needs of each learner. However, before a SARTS can be developed further information about the general structure of ITSs and the possible paradigms to implement them is required. In addition, knowledge is needed that includes the already investigated benefits of SARs, how they were used to enrich tutoring settings and which adaptation capacities of SARTSs with respect to the different learning dimensions were already studied. This is summarized in the following chapter.
We’re fascinated with robots because they are reflections of ourselves.

— Ken Goldberg

3 Related Work

The background information with respect to the three dimensions of learning, the engagement, their strong interconnections and the important concepts of language learning summarized in the previous chapter can be regarded as guidelines to follow throughout the development of a SARTS. However, developing a SARTS that can provide multidimensional support further requires information about the general structure of ITSs and how SARs can be applied to establish a social interaction. Therefore, this chapter focuses first on the general formalisms of ITSs to get an impression of the different implementation paradigms and the required modules to build such a system (Section 3.1). Afterwards, the definition of SARs is discussed and their important abilities are highlighted. Moreover, a review of the corresponding literature is presented to identify their effects (benefits/disadvantages) in a variety of application fields (Section 3.2). This further includes literature about the benefits and challenges for the utilization of SARs to construct a SARTS that can be applied in educational settings, and, in particular, in language learning interactions for children (Section 3.3). Finally, the advantages of different adaptation and personalization abilities of these systems are highlighted and discussed with respect to the different dimensions of learning (Section 3.3.2).

3.1 Intelligent Tutoring Systems

An Intelligent Tutoring System (ITS) aims for providing personalized tutoring instructions and feedback for each individual learner (cf. Psotka et al., 1988). Classical definitions for ITSs are provided by Conati (2009):

“Intelligent Tutoring Systems (ITS) is the interdisciplinary field that investigates how to devise educational systems that provide instruction tailored to the needs of individual learners, as many good teachers do. Research in this field has successfully delivered techniques and systems that provide adaptive support for student problem solving
in a variety of domains. There are, however, other educational activities that can benefit from individualized computer-based support, such as studying examples, exploring interactive simulations and playing educational games. Providing individualized support for these activities poses unique challenges, because it requires an ITS that can model and adapt to student behaviors, skills and mental states often not as structured and well-defined as those involved in traditional problem solving.”

(Conati, 2009, p. 1)

and also by Graesser et al. (2012):

“Intelligent Tutoring Systems (ITS) are computerized learning environments that incorporate computational models in the cognitive sciences, learning sciences, computational linguistics, artificial intelligence, mathematics, and other fields. An ITS tracks the psychological states of learners in fine detail, a process called student modeling.”

(Graesser et al., 2012, p. 2)

In general, an ITS can be seen as “the initiative to apply artificial intelligence to education and instructional design” (Paviotti et al., 2012, p. 17). Thus, its major tasks are to reason about all the information provided by the learner, to consult the curriculum and, based on this, to decide what should be done next. A variety of ITSs were developed in the past decades, such as the Andes system (Vanlehn et al., 2005), which supports learners during their physics homework, Cognitive Tutor (Ritter et al., 2007), which provides adaptive scaffolding on algebra problems, or Wayang (Arroyo et al., 2004), which offers a huge number of homework questions from mathematics including matching feedback and randomized control tests for practice purposes (see also Anderson et al. (1995) for an overview).

3.1.1 Architectures of Intelligent Tutoring Systems

Although the definitions of ITSs describe their general tasks, they lack information about their internal structure. Traditionally, one of the following two different architectures is used. The first architecture consists of three blocks or components, namely, the systems domain expertise, tutoring expertise and a module that stores information about the student’s knowledge and skill (cf. Derry et al., 1988; Siemer and Angelides, 1998). Derry et al. (1988), for instance, used this architecture and proposed an ITS that includes an expert domain model, which contains guidelines from experts, and a student knowledge model that provides information about the learner’s knowledge state. Both are used to inform a tutoring model, which plans an individual path through the curriculum and selects the actions to be used next (Derry et al., 1988). Although their modules are named differently, parallels of the modules’ tasks can still be found between the initially defined three-model architecture and that of Derry et al. (1988).

The second and more common architecture for building ITSs simply extends the previously mentioned three-module architecture by adding a user interface as a fourth component (cf. Dede, 1986; Nwana, 1990; Freedman et al., 2000; Nkambou et al., 2010, see Figure 3.1). It was first proposed by Dede (1986) and allows to take the learner’s input into account and to provide all necessary task information. The remaining modules include the knowledge base, also known as the domain model,
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Figure 3.1: Four module architecture for ITSs from Dede (1986). The pedagogical module considers the information stored in the domain and student model to plan the next steps of the tutoring interaction. Further, the ITS uses user interface to communicate with the learner.

which provides the declarative (what), procedural (how) and meta-cognitive (thinking about what and how) knowledge. Further, a student or cognitive model is included that stores information about the learner’s knowledge and comprehension, her cognitive processes (calculation and problem solving), meta-cognitive strategies like learning from errors and/or psychological attributes (development level, learning style, emotions). And, finally, the pedagogical or tutoring module that makes use of the information about the learner to find an efficient path through the curriculum. Additionally, this module employs tutoring strategies based on the learner’s evolving knowledge state and an underlying instructional theory that allows to determine the effects of each pedagogical tutoring strategy (cf. Dede, 1986).

3.1.2 Paradigms for Implementing Intelligent Tutoring Systems

In general, the literature on ITSs distinguishes between three major approaches for representing and reasoning about the learning domain (cf. Nkambou et al., 2010). The first approach, called Rule-Based Models (RBMs), consists of a set of rules the student has to follow step by step while solving a problem (e.g., Anderson et al., 1995; Vanlehn et al., 2005; Crowley and Medvedeva, 2006; Koedinger and Aleven, 2007; Aleven, 2010). These models are usually used if the learning problem can be structured into well defined and easily verifiable steps (Nkambou et al., 2010, p. 33ff.). An example for this are Model-Tracing Tutors, which are also based on a set of production rules, but further tries to follow the learner’s reasoning process by analyzing the applied rules during problem solving. This allows to represent the learner’s reasoning or even cognitive processes in depth (e.g., Ritter et al., 2007). Moreover, Model-Tracing Tutors can support a wide variety of tutoring scenarios and can enhance the tutoring interaction by (1) evaluating the learner’s knowledge in terms of applied skills, (2) inferring the learner’s goals, (3) suggesting the next step to be taken and (4) giving demonstrations to the learner (Nkambou et al., 2010, p. 85). Model-Tracing Tutors are mainly applied when the goal is to evaluate the reasoning process rather than simply determining whether the learner already attained the taught knowledge. However, one of the major limitations of this approach is that it becomes very complex and time consuming to specify a sufficient set of rules and solution paths in huge domains.

In contrast, the second paradigm called Constraint-Based Model (CBM) only defines a set of requirements that all solutions have to satisfy (e.g., Mitrovic, 2003; Suraweera et al., 2005; Mitrovic et al., 2007; D’Mello et al., 2008). This simplifies the implementation process significantly, since it is possible to
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represent the whole space of correct answers by a few constraints. In addition, CBMs split up the solution space so that all final states, in which the tutor has to execute the same actions (e.g., give feedback), are grouped together in the same class. But this results in a crucial assumption: the actual sequence of actions taken by the learner is not important for being able to find mistakes. Instead, it is enough to only observe the final state of the given solution (Nkambou et al., 2010, p. 63ff.). Thus, compared to RBMs that often accept only one specific way of solving a problem as the correct answer, CBMs provide greater freedom. That is, each constraint that needs to be satisfied by the learner’s answer in order to be correct only focuses on a small part of the learning domain and, hence, it is much easier to define and check constraints in CBMs compared to RBMs. But this benefit also results in losing a lot of details about the learner’s proficiency when using CBMs.

Finally, the third approach integrates an expert system into an ITS (e.g., Clancey, 1984; Graesser et al., 2000; Moritz and Blank, 2008; Ghadirli and Rastgarpour, 2013) that emulates the ability of a human expert’s decision-making by simulating their operative modalities, as well as their skills in modeling and facing problems. In general, two different use cases for employing expert systems can be found in the literature. (1) The expert system is used to generate several solution-paths, which the ITS compares with the learner’s answers. Further, the generated solutions can be used as demonstrations or suggestions to support the learner during the problem solving process or to plan the next steps of the interaction. An example for this is the GUIDON system, which is used to teach the expertise from a knowledge base consisting of more than 500 rules given by medical practitioners to students in an organized, efficient and comprehensive way (Clancey, 1984). A second example is provided by Ghadirli and Rastgarpour (2013), who proposed an E-Learning ITS, which employs an expert system that selects the learning content and techniques with respect to the learner’s knowledge and preferred learning style (Ghadirli and Rastgarpour, 2013). (2) The expert system is utilized to compare just the ideal solution with the learner’s answer and, with this, to provide detailed feedback about possible problems. This approach was applied, e.g., in the DesignFirst-ITS (Moritz and Blank, 2008) and Auto-Tutor (Graesser et al., 2000). But although expert systems yield a lot of benefits, they also have their limitations. For instance, “(1) developing or adapting an expert system can be costly and difficult, especially for ill-defined domains; and (2) some expert systems cannot justify their inferences, or provide explanations that are appropriate for learning” (Nkambou et al., 2010, p. 88).

3.2 Socially Assistive Robots

Socially Assistive Robots (SARs) provide the potential to be applied as a social output component for traditional ITSs. They can be seen as a combination of two related fields intersecting each other (see Figure 3.2). First, Assistive Robots (ARs) that can, for instance, help humans by lifting objects in their private homes or factory environments, or support them in physical rehabilitation, e.g., in form of a wheelchair robot (Simpson and Levine, 1997, cf. Feil-Seifer and Mataric, 2005). Hence, their focus is more on physically assisting humans. In contrast, the goal of so-called Social Robots or Socially Interactive Robots (SIRs) is to establish and maintain a good social interaction with people. They can
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Figure 3.2: The field of Socially Assistive Robots (SARs) can be seen as the intersection of Socially Interactive Robots (SIRs) and Assistive Robots (ARs).

take several roles and can act as peers or partners with various shapes (cf. Fong et al., 2003; Feil-Seifer and Mataric, 2005, see also Section 3.2.1).

The field of SARs combines parts of both, establishing and maintaining a social interaction, while assisting people in various life or job settings. The latter is also the key difference to SIR. While the goal of SIR is the social interaction itself, SARs aim for establishing a social interaction to provide assistance and to achieve measurable progress. Furthermore, instead of assisting the user physically, which is the goal of ARs, SARs focus more on assisting through their social presence and socially supportive behaviors (cf. Feil-Seifer and Mataric, 2005). For example, SARs can provide social and personalized interaction, e.g., by offering motivational and engaging long-term support for the user, to assist in various tasks, such as elderly care, rehabilitation or learning (cf. Feil-Seifer and Mataric, 2005; Tapus et al., 2007; Fasola and Mataric, 2013; Mataric, 2014; Clabaugh et al., 2015; Gordon and Breazeal, 2015). However, this combination also results in the necessity to address challenges provided by both fields. On the one hand, SARs have to face the situation-dependent challenges of each task in which they should provide assistance. On the other hand, they have to handle the new challenges arising from interacting with social individuals, such as human beings.

3.2.1 Challenges in Social Robotics

The terms of Social Robotics, Social Robots or Socially Interactive Robot have become synonyms for an upcoming field of research in the past decades. Robots are not only meant to do assembly work in factories anymore but also start to arrive in our daily lives. But this new field of application also rises new challenges, initiated through the necessity to interact with social beings. For example, they have to recognize and understand the user while acting in line with social rules and norms. This is also reflected in the definitions of Social Robots, which focus not only on the robot’s task and role but also on the challenges and requirements they have to fulfill. For instance, Social Robots can be defined as follows:

“A social robot is an autonomous or semi-autonomous robot that interacts and communicates with humans by following the behavioral norms expected by the people with whom the robot is intended to interact.”

(Bartneck and Forlizzi, 2004, p. 592)
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This definition already highlights the new abilities a social robot has to have. First, it needs to be able to interact and communicate with humans, preferably in a human-like and natural way or at least in a fashion that is understandable by humans. Thus, it needs modalities to produce verbal output and/or non-verbal behaviors, such as nodding or pointing. Second, while doing so, it has to choose its actions based on behavioral norms and rules accepted by humans, which are quite more complex compared to the set of rules applied in a controlled factory environment. Finally, it has to behave semi-autonomously or even completely autonomously.

Del Moral et al. (2009) extended this definition by also adding the environment and physical constraints of the robot:

“A Social Robot is an autonomous motion device equipped with sensors, actuators and interfaces (robot) that interacts and communicates with humans following some expected behavior rules, which are founded on the robot physical properties and the environment within it is embedded, mainly taking into account the needs of the people with which it is meant to interact”

(del Moral et al., 2009, p. 5)

Thus, if a social robot is also mobile, e.g., by moving on wheels or even on its own legs, it needs further sensors to be aware of its environment and also extended navigation skills to be able to fulfill its tasks without interfering or harming its interaction partners. Additionally, it needs appropriate actuators and interfaces to be able to interact with its environment and also with humans.

Although the navigation through social environments and the interaction with humans yield a lot of new challenges, the application of social robots also provides a lot of benefits. In contrast to an interaction with a tablet screen or a PC, the interaction with a social robot feels more natural to humans. A robot, for instance, can use common non-verbal cues, such as eye-gaze to establish joint attention, nod to show agreement or other types of gestures. However, one might argue that these behaviors can also be used by virtual agents, but research has shown that robots are perceived more helpful, credible, informative and enjoyable to interact with (Kidd and Breazeal, 2004; Wainer et al., 2007).

3.2.2 Fields of Application

Although a social interaction increases the difficulty of developing social robots and, thus, also SARs, they were already applied in a variety of settings. For example, in health or convalescent care they can provide social support by distracting or engaging patients during their recovering periods in hospitals (Saldien et al., 2006) or support and teach them to handle their diseases (Henkemans et al., 2013; Broadbent et al., 2018). The ALIZ-E project, for instance, used the Nao robot (see Figure 3.3a) to provide personalized health education for children with diabetes (Henkemans et al., 2013). Although non-social robots have also been shown to yield good results in rehabilitation (Lo et al., 2010) or health care (Davies, 2016), there might be still a big potential to improve their effectiveness with a social component by making the therapeutic process more enjoyable (cf. Matarić et al., 2007).

1http://www.aliz-e.org/
3.2. Socially Assistive Robots

Another field of application is the elderly care in which SARs can be used to entertain people or to help them with their mental health issues, while trying to maintain their independence as long as possible (cf. Libin and Cohen-Mansfield, 2004; Feil-Seifer and Mataric, 2005; Banks et al., 2008; Lehmann et al., 2013; Broadbent et al., 2014; Jenkins and Draper, 2014; Chang and Šabanović, 2015; Orejana et al., 2015). However, the elderly are often distrustful and, thus, hesitate or even decline to interact with a robot (cf. Miehle et al., 2019). In these cases the robot’s social abilities can be used to lower their hesitation and to raise their acceptance of the robot’s role and assistance, which, in fact, was already verified in several studies and even in long-term interactions (e.g., Broadbent et al., 2014; Orejana et al., 2015). But this requires to design the robots and their behaviors carefully to allow for a significant increase in the quality of life or medication adherence in this particular setting (cf. Broadbent et al., 2014). However, despite this impediment several robots with various shapes were already applied to this setting. They are ranging from large machine like robots, such as NurseBot Pearl (see Figure ??) that is used to relieve nurses in their day to day activities by reminding the elderly to take their medication and guiding them around the environment (Montemerlo et al., 2002; Pineau et al., 2003), down to small pet-like robots, such as NeCoRo (Libin and Cohen-Mansfield, 2004, see Figure ??), AIBO (Banks et al., 2008, see Figure ??) or the seal shaped therapeutic robot called PARO (Chang and Šabanović, 2015, see Figure ??). Especially, these cute robots seem to have a great positive influence on the interaction with the elderly by encouraging social interactions, reducing their stress and loneliness and improving their mood (Libin and Cohen-Mansfield, 2004; Šabanović et al., 2013; Aminuddin et al., 2016).

Moreover, SARs are also used as therapeutic tools to support people suffering from cognitive or social disorders, in particular, Autism Spectrum Disorder (ASD) (cf. Dautenhahn and Werry, 2004). Here, they are applied to support the development of life skills to allow for higher independence and to reduce behaviors, which might interfere with this goal (cf. Begum et al., 2016). One of the most prominent aspects patients with ASD are often struggling with is to establish and maintain a social interaction with other people and, hence, this is one of the major topics addressed with SARs. Vanderborght et al. (2012), for instance, used the robot Probo (see Figure ??) to increase the social skills of
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Figure 3.3: Socially Assistive Robots used in health (a,b) and elderly care (c,d,e).
children suffering from ASD within a story telling setting and, indeed, their results show that Probo is able to improve their social performance in specific situations (Vanderborght et al., 2012). Another robot that is applied in this scope is called Keepon (see Figure ??). Although it is very simplistic and only capable of expressing its attention, as well as basic emotions, such as pleasure and excitement, it is able to enhance the social abilities of ASD children (Kozima et al., 2007).

Probably the most famous example within ASD research is the robot called KASPAR (see Figure ??). It was developed explicitly for the purpose of supporting children with ASD and according to professionals, it yields a high potential for a broad range of therapies and educational goals in this scope (Huijnen et al., 2016). In fact, different studies have already shown that KASPAR can support children suffering from ASD to develop social and communicative skills, as well as to explore and share their basic emotions (Robins et al., 2012; Wainer et al., 2014). Furthermore, the developed skills were shown to last over a longer period of time, even when the robot is gone again (Robins et al., 2005; Wainer et al., 2014). But, the development of SARs applicable in this field is still ongoing and new concepts are under development, e.g., to relieve therapists or experimenters by increasing the robot’s autonomy during the interaction (Zaraki et al., 2018). In addition, concepts for enriching the diversity of robots in ASD therapy can be found, which focus on robots that are already frequently applied in other fields, such as Nao (So et al., 2019; Yang et al., 2019).

3.3 Socially Assistive Robots in Educational Settings for Children

The found positive effects of SARs supports the growing popularity of this field and explains the interest in transferring them to other social interaction settings, e.g., the education of children. But working with a special target group, such as kindergarten children, yields a new set of problems to address, e.g., low automated speech recognition (ASR) accuracy (Kennedy et al., 2017b), a short attention span (cf. David Cornish et al., 2009, p. 73), special interaction dynamics (cf. Lemaignan et al., 2018) and the
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7 http://probo.vub.ac.be/Probo/
8 http://www.herts.ac.uk/kaspar/the-social-robot
9 https://beatbots.net/my-keepon
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Figure 3.5: Socially Assistive Robots used in cHRI.

evaluation of systems while not being able to use traditional questionnaires (cf. Belpaeme et al., 2013a). As a result, the novel field of Child-Human-Robot Interaction (cHRI) was established in recent years (Belpaeme et al., 2013a).

One of the major aspects to consider when building a cHRI system is the difference between how children and how adults view the world, especially in their perception of robots. While adults mostly interact with robots quite carefully, children tend to accept them as peers (Tanaka and Matsuzoe, 2012a) or even connect with them on a friend-like basis (Kanda et al., 2004). In fact, even a rather simple and small robot, such as Keepon (see Figure ??), was shown to be able to build social bonds with children just by using simple non-verbal behaviors, such as eye contact, joint attention and basic expressions of affect (Kozima et al., 2009). Especially this aspect gets important when facing the new set of problems and trying to employ a SAR to support children in a variety of educational settings. It cannot only simplify the process of establishing the robot as a social interaction partner, but can also result in a higher enjoyment of the interaction (Shahid et al., 2011) and boost the children’s learning gains (cf. Belpaeme et al., 2013b). Consequently, the social bonding might be able to cushion of some of the inconsistencies arising from the new set of problems to address when working with children, which allows to make use of the remaining positive influences of SARs and, with that, to improve educational settings for young children.

A lot of studies have already investigated how SARs can extend ITSs to enrich the tutoring interactions for children and the evaluations of these so-called SARTSs (cf. Clabaugh et al., 2015) highlighted the robots’ ability to provide a lot of benefits in a variety of learning settings (e.g., Feil-Seifer and Mataric, 2005; Saldien et al., 2006; Leite et al., 2013; Clabaugh et al., 2013; Kennedy et al., 2015; Gordon et al., 2016). For example, a SAR can be used as an extension to the user interface of an ITS to provide engaging long-term guidance and support (cf. Leite et al., 2013), while being able to individualize the one-on-one tutoring interaction for the child learner (cf. Kennedy et al., 2015; Gordon et al., 2016). Furthermore, in this field of research SARs can also take a wide variety of physical forms. They range from pet-like companions, such as Aibo (see Figure ??) or Pleo (see Figure ??), which were success-

10https://beatbots.net/my-keepon
11https://us.aibo.com/
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fully used in cHRI, e.g., to support children with health care issues (Saldien et al., 2006) or cognitive disorders (Feil-Seifer and Mataric, 2005), up to humanoid robots, such as Nao.

While the development of SARs is proceeding, they show increasing social-cognitive awareness (cf. Belpaeme et al., 2015) and the applied adaptation methods become more and more sophisticated (see Section 3.3.2). However, since children tend to easily establish a social bond with the robot, it is also important to consider carefully how to introduce the robot.

Different studies already showed that robots can act as a tutor, which supports the learner with appropriate hints (Leyzberg et al., 2012) and lessons (Kennedy et al., 2015). But it can also take the role of a peer, which offers the possibility for the robot to learn together with the child, e.g., in a learning by teaching setting (Tanaka and Matsuzoe, 2012a; Lemaignan et al., 2016b), or as a peer-like tutor that can be regarded as a mixture of both, i.e., as a peer that uses pedagogical well-established strategies to scaffold learning (Belpaeme et al., 2018b).

All three types to introduce the robot were recently used in different projects. In the Emote\textsuperscript{13} project, for instance, the robot Nao acted as an emphatic tutor to teach map-reading skills. In the ALIZ-E and CoWriter\textsuperscript{14} projects, however, the robot is introduced as a peer, who either supports children in handling their diabetes or needs to be supported with its writing skills in a learning by teaching fashion. In contrast, the L2TOR project introduced the robot as a peer-like tutor and applied it to support young children’s language education.

In summary, SARs can take different roles in tutoring interactions with children. However, each role provides its own benefits so that the selection of a role requires careful consideration during the design process of a SARTS.

3.3.1 Language Learning with Socially Assistive Robots

Research already highlighted the capabilities of SARs to provide social and beneficial tutoring interactions in a variety of educational settings, but it often focuses on simple learning domains. For example, when children start to learn mathematics they have to learn simple skills, such as adding, subtracting or multiplying numbers. Language learning, however, provides more complex and, in particular, strongly dependent concepts already from the beginning. For example, learning to apply the grammar of a language requires a sufficient vocabulary. Learning to read and write novel languages requires reading and writing skills in general, which are also not established in kindergarten age. But still, many studies have started to investigate how SARs can be applied to language learning in the past decades.

To tackle the complexity problem, they often break down the large domain of language learning into smaller parts and focus on just one specific aspect. This results in a broad range of addressed subtopics, such as grammar learning (e.g., Herberg et al., 2015; Kennedy et al., 2016), learning how to read (e.g., Hyun et al., 2008; Gordon and Breazeal, 2015; Hsiao et al., 2015) or speak (e.g., Lee et al., 2011; Rosenthal-von der Pütten et al., 2016) and sign language (Uluer et al., 2015), while most studies focus on word learning (e.g., Tanaka and Matsuzoe, 2012b; Alemi et al., 2014; Mazzoni and Benvenuti, 2015).

\textsuperscript{13}http://www.emote-project.eu/
\textsuperscript{14}https://chili.epfl.ch/cowriter
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Westlund et al., 2015; Gordon et al., 2016; Westlund et al., 2017). In addition, SARs were also used to motivate the learner (Han et al., 2008; Alemi et al., 2015, 2017), to investigate its novelty effect (You et al., 2006; Rintjema et al., 2018) or the effect of its social behaviors (Saerbeck et al., 2010; Haas et al., 2017) in language learning settings (see van den Berghe et al. (2019) for an overview). The frequent application of SARs in this topic can be explained by the benefits a robot provides compared to classical on-screen agents. First, its social presence can help to establish a social interaction, which was argued to be an important prerequisite for language learning (see Section 2.2). Second, a robot is able to interact within real-life environments, which has shown to be another important factor for language development in childhood (cf. Hockema and Smith, 2009). In fact, studies have shown that the manipulation of physical objects (Kersten and Smith, 2002) as well as the application of gestures or even whole body movements (Rowe and Goldin-Meadow, 2009; Mavilidi et al., 2015; Toumpaniari et al., 2015) are able to support children’s vocabulary learning.

While the variety of applied robots is as broad as the addressed topics, their provided modalities also vary widely. A famous example is the humanoid robot Nao, which can rely on human-like body parts, such as legs, arms and hands, to express itself in a teaching interaction. Alemi et al. (2014), for instance, employed Nao as a teaching assistant in an English lesson for children. Its presence resulted in a positive impact on their learning gains and speed compared to a control group without a robot assistant (Alemi et al., 2014). Moreover, Kennedy et al. (2016) used a Nao to investigate whether social aspects of a tutoring robot’s speech can influence children’s second language learning gains, which, however, showed no significant differences for any of their manipulations (Kennedy et al., 2016).

Positive impacts on language learning are also observed for non-humanoid robots, such as Tega (see Figure ??) or Dragonbot (see Figure ??), which resemble fantasy-like creatures. Gordon et al. (2016), for instance, used Tega in a word learning session with personalized affective feedback. They showed that all children learned several words from the interaction with the robot, although no significant differences between the conditions were found (with or without personalization). But more importantly, children felt more positive towards the personalized robot (Gordon et al., 2016), indicating the

http://robotic.media.mit.edu/portfolio/tega/
http://robotic.media.mit.edu/portfolio/dragonbot/
robot’s effects onto the affective learning dimension, which in turn can lead to a higher long-term motivation and, thus, to repeated sessions of language learning assisted by the robot. This finding is also supported by Westlund et al. (2015), who used Dragonbot for word learning and compared a robot tutoring session with a session provided by a human or a tablet. Although their results showed no significant difference in word learning, the children preferred learning with the robot (Westlund et al., 2015). Thus, besides the potential positive effect on children’s long-term motivation, their results further provide an indicator that a robot can be as effective in teaching simple vocabulary to children as a human teacher. A third example is the robot iRobiQ (see Figure ??), which appears more futuristic compared to the previously presented robots and includes a small touch screen on which the learning content is presented. It was applied in reading exercises during storytelling and demonstrated a positive impact on reading, understanding, re-telling and creation of stories, as well as word recognition abilities compared to a traditional media-assisted reading program (Hyun et al., 2008; Hsiao et al., 2015).

However, only a small group of studies addressed the target group of young kindergarten children (4-6 years) and often investigated more general aspects and effects of SARs. In particular, they examined the effect of their social presence (Westlund et al., 2015), studied whether a child can learn as much from a robot peer as from a child peer (Mazzoni and Benvenuti, 2015) or whether a learning by teaching setting with a robot as a less knowledgeable peer is feasible and beneficial for children (Tanaka and Matsuzoe, 2012b). Finally, it has also been examined whether a robot can generally act as a tutor driven by an adaptive system (Gordon and Breazeal, 2015) or whether the SAR’s effects on learning, motivation and engagement found so far are just based on a novelty effect (Rintjema et al., 2018). Just a small portion investigated a SAR’s behavioral possibilities in more detail. The corresponding studies included strategies, such as motivational prompts executed by a SAR, to lower anxiety and rise motivation (Gordon et al., 2016; Alemi et al., 2017) or they examined the understandability of human-like nonverbal behavior transferred to a SAR (e.g., eye gaze or body orientation towards an unfamiliar object) (Westlund et al., 2017). But still, the body of detailed knowledge about which actions a SAR can apply to address specific aspects of a learning interaction, let alone a specific dimension of learning, is very limited, especially for young kindergarten children.

3.3.2 Adaptation in Socially Assistive Robot Tutoring Systems

The presented results above show that SARs can have a great potential to increase the learning gains of children and their motivation to continue learning in a variety of topics. To use their full potential the interaction needs to be adapted and personalized to the needs and preferences of each individual child. Especially since students search for less help from a robot compared to a human (Serholt et al., 2014), although both types of learning interactions can still be successful (Huskens et al., 2015), a SAR has to react pro-actively throughout the interaction to provide the required support for each child. In order to allow for the tutoring system to adapt appropriately, further information about the learner’s cognitive and affective state is required, and, thus, has to be tracked by the system. But this is a complex task, especially since children, as humans in general, possess a lot of individual differences, which have to be considered, as well. They include not only general aspects, such as different levels of social
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skills, uptake abilities or attention spans (cf. Hooper and Umansky, 2009, Chap. 1; David Cornish et al., 2009, p. 73), but also elements specific for language learning. For example, the development of different neuronal patterns is dependent on the age in which either a second or a foreign language is learned (see Section 2.2.1). These patterns can influence the language learning later on and, thus, result in individual differences between children. In addition, longitudinal studies showed that differences in early mother tongue skills (e.g., phonological awareness and word decoding) can also influence the learning of a second or foreign language later on. However, this applies only for learned language skills (Sparks, 2012), while skills that are based on genetic factors and contribute to second or foreign language learning seem not to be affected (e.g., listening and responding, speaking or writing) (Dale et al., 2012). Nevertheless, the language skills learned in the first years of life can shape children’s abilities so that they learn slower or faster as usual or even develop a deficit in specific language skills. Consequently, to enable a SARTS to adapt the tutoring interaction appropriately, no standardized solution, which assumes that every child learns the same, can be used and sophisticated tracking algorithms are required. With these, the tutoring system is able to tailor the interaction to the learner’s individual needs, which in turn will result in a better learning progress (Leyzberg et al., 2014; Gordon and Breazeal, 2015). Consequently, the multidimensionality of learning yields a lot of possibilities and necessities for adaptation, but increases the complexity enormously.

Since the goal of each tutoring interaction is to teach new knowledge or skills, the first and most obvious adaptation possibility addresses the cognitive learning dimension and is often based on the learner’s task performance during the interaction. For example, a SARTS can provide personalized hints for the learner, which has been shown to result in a more successful interaction, a reduction of time needed for problem solving and a higher motivation (Leyzberg et al., 2014). Another option is the personalization of task feedback based on children’s task performance, which has been shown to result in a more effective and less frustrating interaction with a Nao robot (Greczek et al., 2014). Other research focuses on adapting the lesson (e.g., Leyzberg et al., 2018) or task order (e.g., Käser et al., 2014a) to precisely address the learner’s weaknesses, or the learning style to match her preferences (e.g., Clabaugh et al., 2015). In summary, a lot of promising evidence can be found that adaptation in the cognitive learning dimension is feasible and can be highly supportive and beneficial for the learner.

Another important aspect besides addressing the cognitive learning is the adaptation based on the learner’s affective learning or rather her engagement. Szafir and Mutlu (2012), for instance, adapted the robot’s gestures and speech based on the engagement level measured with an EEG. Their results show that the adaptive robot behavior during a storytelling session raised the recall abilities of the learner afterwards (Szafir and Mutlu, 2012). Although techniques like EEG or similar tracking possibilities are often quite precise in keeping track of the learner’s affective and cognitive states, they are also very intrusive, e.g., by requiring a lot of wires. However, an increasing body of research also investigates how interactions can be personalized to the affective states based on less intrusive tracing technologies (Jones et al., 2015; Leite, 2015; Ramachandran and Scassellati, 2015). For example, Gordon et al. (2016) demonstrated that adapting the interaction based on an off-the-shelf affect tracking framework called Affectiva Affdex (McDuff et al., 2016), which works with a common webcam, can already support
the learner. Although, they used just a simple personalization strategy based on reinforcement learning, starting from simply mirroring the learner’s affective states, it already resulted in an overall higher valance and, thus, positive affective states (Gordon et al., 2016).

The last dimension to address is the perceived learning of the student. But this dimension is often not addressed with the intention of evoking positive influences on the other dimensions, but to support a process called SRL (cf. Schunk, 1987; Schunk and Zimmerman, 2007). Within this concept, the learner adapts her learning interaction herself based on an estimation of her own knowledge. Thus, to allow for a SARTS to support this process it not only needs to keep track of the skill mastery but also requires the ability to communicate this knowledge. Opening up this internal knowledge base is commonly referred to as Open Learner Model (Bull and Kay, 2010) or system transparency (Lyons, 2013; Mercado et al., 2016; Lyons et al., 2017), which has been shown to help students to better regulate their efforts (Bull et al., 2010) or to improve their problem selection (Mitrovic, 2010). Additionally, transparency about the system’s states improve trust in the system as a whole by making its behavior more understandable (Lyons, 2013; Mercado et al., 2016; Lyons et al., 2017) and, therefore, reducing uncertainty in the user. In general, Open Learner Models can take the form of a series of skill meters (Bull et al., 2010; Long and Aleven, 2013; Jones et al., 2017; Jones and Castellano, 2018), but the knowledge can also be expressed verbally, e.g., by a robot (Jones et al., 2014). Jones and Castellano (2018), for instance, visualized the estimated skill knowledge of the learner during map-reading tasks via a skill-meter on a screen and used a Nao robot to adaptively scaffold the learner’s SRL process. Their results show that a SAR is not only able to support the process in general but also to improve the learner’s individual abilities of SRL compared to the control condition without robot support. However, they were not able to find significant differences between the conditions, although the learners had a slightly higher learning gain in the robot supported condition (Jones and Castellano, 2018).

3.4 Summary

To build and structure a SARTS the concepts and implementation paradigms of ITSs can serve as a basis. The goal of ITSs is to apply artificial intelligence to educational settings and to provide a set of standard components. Although the commonly used architecture presented by Dede (1986) consists of four modules, definitions including only three can be found as well. However, all architectures have the same set of modules in common: a domain model to provide the curriculum, a student model to manage information about the learner and a pedagogical module that plans the next steps of the tutoring interaction based on information of the domain and student model. The extended architecture of Dede (1986) further includes a user interface, which is used to communicate with the learner.

In addition to the basic architectures, three major implementation paradigms can be found in the literature. While Rule-Based Models (RBMs) focus on modeling the whole solution process step by step, Constraint-Based Models (CBMs) use simple rules that just have to be satisfied by the final solution. Although this simplifies the modeling task, it also results in a loss of detail about the learner’s proficiency. Finally, the third approach is based on incorporating an expert system into an ITS, which
can be used in two different ways. First, a variety of solution paths can be generated based on the expert system and, subsequently, consulted to provide useful hints or to compare them with the learner’s answer. Second, the expert system can be used to generate just the ideal solution, which is compared to the learner’s answer, and to provide detailed feedback about possible problems. Consequently, choosing the right architecture and paradigm to implement an ITS is strongly task and domain dependent and, thus, needs careful consideration during the development process.

However, when designing an ITS for language learning a social component is recommended, which allows for social and personalized interaction by offering motivational and engaging long-term support. Here, the physical and social presence of SARs, which already demonstrated their benefits in a variety of settings, can be used to create a SARTS, which further allows to establish a so-called pragmatic frame. Although this concept can also be used in multiparty interactions, a SAR also provides the option to establish personalized one-on-one tutoring interactions, which offer the potential to overcome the weaknesses of usual classroom instructions. To achieve this, a SARTS has to adapt the interaction with respect to the learner’s individual needs in each learning dimension, for example, by detecting and interpreting children’s behavioral cues that can be used to identify problems or negative affective states during learning, such as boredom or frustration. Further possibilities are to track learners’ knowledge state and preferred learning style. Subsequently, all this information can be used to adapt the interaction to the individual needs and preferences of each learner to provide an optimal tutoring experience.

In conclusion, the reviewed literature provides general concepts regarding the required modules to develop an ITS or SARTS, respectively, as well as general paradigms to follow learners’ solving process and to validate their answers. In addition, information on how a SAR can be used to interact with humans in a variety of settings was collected, which can inform the development of novel scaffolding strategies for a SARTS. But for selecting a suitable ITS paradigm and architecture, as well as a role for the SAR, further information on the general setting and structure of the tutoring interaction, as well as the applied feedback behavior is required. Further, these aspects have to be suitable for young kindergarten children to establish an optimal learning environment for teaching a foreign language to them and, therefore, they are addressed in the following chapter.
Children learn as they play. Most importantly, in play children learn how to learn.
— O. Fred Donaldson

4

Designing the Tutoring Interaction

After the general paradigms and architectures of ITSs, how they can be enriched by SARs and which benefits they provide were summarized, this chapter focuses on finding a suitable design for a language tutoring interaction that can be provided by a SARTS. It should allow for a SARTS to provide multidimensional support for kindergarten children’s language learning. Further, it has to provide the necessary information to answer the open questions of which role the SAR should take and which ITS paradigm and architecture should be chosen.

To inform this, observational recordings of language learning interactions in German kindergartens were collected and analyzed (Section 4.1). Although these interactions mainly took place in a group-like fashion, the recorded data still provide valuable hints regarding an appropriate scenario and structure that can also be applied in one-on-one tutoring interaction driven by a SARTS and, with that, allows to further study the effects of SARs for foreign language learning (RQ0, Section 4.2). Based on the derived interaction design, a general tutoring system is designed (Section 4.3) and implemented into a modular technical system (Section 4.4), which serves as a basis for all evaluation studies conducted within the scope of this thesis.

4.1 Empirical Basis

To design and implement a tutoring interaction suitable for a SARTS that matches kindergarten children’s needs, an empirical basis of language learning interaction data is required. The goal is to examine whether language learning practices in kindergartens contain elements that can be transferred and implemented into a SARTS (RQ0). To this end, video recordings of language tutoring games, as they take place in German kindergartens, were collected. Since one-on-one interactions between an educator and a child are hardly realizable in kindergartens, the games typically involve one educator and a small group of children.
4.1.1 Video Data

In total, the collected dataset comprises about 681 minutes of video data with an average video duration of 22:20 minutes ($SD = 1:17$ minutes). The recorded interactions contain information about four different learning games including three card games called “I spy with my little eye ...” (Figure 4.1a), “I am giving you a present ...” (Figure 4.1b) and a card-based rhyming game (Figure 4.1c), as well as the reading of a picture book in an interactive manner (Figure 4.1d). The two observed rhyming game lessons took place in one-on-one interactions between one child and an educator, whereas in the other three games the educator was playing with three different children. The recorded children were between the age of 4 and 6 years and learned German as a second language, while already knowing basic vocabulary. Furthermore, the educators are of different age with a varying amount of working experience, which allows to get a broader overview about possible teaching practices.

4.1.2 Analysis

To be able to derive useful information for designing a SARTS the recorded dataset is transcribed and annotated with regard to the following categories:

- **Dialog acts**: Utterances are classified with respect to the underlying intention based on the Dialog Act Markup in Several Layers (DAMSL) annotation scheme (Core and Allen, 1997).
- **Children’s mistakes**: Types of language errors the children made, e.g., wrong plural form, missing articles, wrong syntax, etc.
- **Educator’s repair strategies (feedback)**: Pedagogical acts used to correct the errors, e.g., reformulation, corrected repetition, etc.
- **Nonverbal behavior**: Nods, smiles and gestures used by the educators.

4.1.3 Observational Results

The analysis of the annotated dataset revealed general patterns that can be used to design a SARTS. Basically, these patterns can be divided into three categories: (1) a general interaction structure, (2) the educator’s feedback behavior and (3) settings for the tutoring interaction.

4.1.3.1 General Interaction Structure

Analyzing the recorded learning session revealed a common structure used in all interactions.

1. **Opening**: This phase marks the beginning of the interaction and is intended to motivate the child and to mitigate her timidity. Usually this is done by inviting the child to introduce herself or by joint singing of a welcome song.

2. **Game setup**: This step is used to prepare the game by explaining the task and clarify the necessary terms. It is usually done in the language to be learned, here German, but only if some basic vocabulary is already known.
3. **Test run:** A test task is presented to practice the game flow and to check whether the game instructions have been understood. This is further used to reduce children’s pressure and, again, to mitigate their timidity.

4. **Game:** Here, the main part of the learning interaction takes place. Depending on the game, an object is explained or a question is asked based on the presented material, while every move or answer of the child is accompanied by the educator’s feedback and motivational prompts.

5. **Closing:** This phase marks the end of the learning interaction. Additionally, it is used to maintain children’s motivation for future interactions by acknowledging their participation, joint singing a goodbye song and providing an outlook on what is going to happen next time.

### 4.1.3.2 Educator’s Feedback Behavior

In addition to the general interaction structure, also the educator’s behavior when providing feedback to the children was analyzed. An important and commonly used pattern is that language errors are almost never marked as wrong or explicitly corrected. Instead, feedback is always provided in a positive way falling into one of the following four categories with the percentage of their occurrence given in squared brackets:

1. **Implicitly correcting** the child after a mistake, i.e., repeating the correct word as if it was already used correctly (e.g., correct pronunciation, with article, plural form, etc.) [54%]

2. **Correctly recasting a sentence**, e.g., after syntax errors [32%]

3. **Praising the child** for a correct answer, which is often combined with a repetition of the correct utterance [13%]

4. **Moving on to the next task without corrections**, e.g., when children’s message is unclear due to incomprehensible pronunciation [1%]

Furthermore, educators’ feedback behavior is typically accompanied by socially supportive nonverbal behaviors, such as smiling and nodding.

### 4.1.3.3 Language Learning Games

Since all observed tutoring games follow the same interaction structure described above, they mostly differ in their the game phases.

In the “I spy with my little eye ...” game a player describes an object presented on a card that lies between different distractors on a desk (see Figure 4.1a). To describe the object, the player has to use adjectives or subjects from the to be learned language. Subsequently, the other players have to guess or preferably know which object is described and should point at it.

Although the “I’m giving you a present ...” game (see Figure 4.1b) is similar to the “I spy with my little eye ...” game in its description phase, its answer mechanic is different. One player picks a card with an object not yet visible to the other players and starts to describe it. But this time, the other players have to guess which object it is without knowing which objects might exist within the game context.
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(a) “I spy with my little eye ...”  
(b) “I am giving you a present ...”  
(c) Rhyming game  
(d) Reading a picture book

Figure 4.1: Image cutouts from four different language learning games in German kindergartens.

In the rhyming game, each player has the same number of cards laying on a table in front of them (see Figure 4.1c). At the beginning, one card that displays two different objects is laying in the middle of the desk. Now, the players have to find a fitting card that displays an object, whose name rhymes with one of the two objects on the card in the middle. If they find a suitable card, they have to say the object names before putting it next to the card in the middle, with the rhyming objects side by side.

In the last game, the reading of a picture book, the educator asks the children to explain what they see on the different book pages, while she is mainly listening (see Figure 4.1d). Only if the children do not know how to go on or a child makes a mistake, the educator is intervening and either helps with some hints or corrects the child’s utterance.

4.2 General Interaction Design

The information of the empirical basis helps to develop a suitable tutoring interaction for kindergarten children that can be provided by a SARTS to support foreign language learning. To this end, the following aspects are considered carefully. First of all, a role for the robot needs to be selected with respect to the optimal set of benefits for language learning. Furthermore, the game setting, structure and feedback behavior for the tutoring game have to be chosen and adapted to a cHRI, which are informed by the useful insights summarized in the empirical basis.
4.2. General Interaction Design

4.2.1 The Robot’s Role

As described in Section 3.3, three different roles for the robot are commonly used in cHRIs. First, the robot can take the role of a tutor, whose main task is to support the learner during the interaction, e.g., with appropriate hints and personalized lessons. However, this might cause higher expectations in the robot’s abilities and competences. Introducing it as a peer, instead, could raise the acceptance of minor problems, such as a suboptimal interaction flow due to technical issues or limitations of the robot, e.g., slow reactions because of difficulties to interpret children’s behavior, and can help to maintain children’s social bonding (cf. Belpaeme et al., 2018b; Lemaignan et al., 2015). Finally, the robot can also be introduced as a peer-like tutor that can be regarded as a mixture of both, i.e., as a peer that uses pedagogical well-established strategies to scaffold learning (cf. Belpaeme et al., 2018b).

With respect to the subject of language learning, the role of a peer-like tutor fits the requirements best. First of all, it is also the commonly used role taken by the educators in the observed tutoring games in German kindergartens and, thus, can be assumed to be suitable for each game. Second, this role does not only enable the robot to guide the child through the interaction as a tutor but also to introduce itself as a peer who wants to play a game together with the child. This allows to also benefit from the positive effects of the peer-role, which can support the establishment of a solid social bonding and, with that, can help to maintain a high long-term motivation. Furthermore, children might forgive smaller technical problems, which can occur during the interaction, e.g., due to limitations of the robot.

4.2.2 Setting for the Tutoring Game

As discussed in Section 3.3.1, learning a language is a complex task with strongly dependent concepts right from the beginning. This is the reason why often just a small part of this process is considered for the development of tutoring systems. Most of them focus on word learning, which aims for establishing a solid vocabulary. In general, word learning just addresses the factual knowledge and the cognitive processes of remembering, understanding and applying so that it should be manageable for each kindergarten child (cognitive learning, see Section 2.1.1). Furthermore, since it can serve as basis for advanced language learning later on, it is a reasonable starting point for teaching kindergarten children a foreign language and this thesis sticks to it as well. Of course, a few children probably already know first words of other languages, but a careful selection of the target vocabulary still enables the children to learn new words.

To be in line with language education applied in German kindergartens, one of the observed games in the recorded dataset can be adopted, since they all provide the potential to create a basic word learning interaction. However, not all of them fulfill the requirements for the implementation into a SARTS. First of all, the tutoring game needs to offer the possibility to adapt the learning content, i.e., word order and task difficulty, as required for tailoring the interaction to the individual knowledge of each learner and, with that, to optimally address her cognitive learning. While all of them offer the option to modify the order of words to be learned, half of the games lack the ability to provide different task difficulties. While this is easily possible during the reading of a picture book or in the
“I spy with my little eye ...” game, e.g., by varying the number of distractors on a book page or a table, the remaining two games do not provide this option and, thus, just allow for a SARTS to create a less personalized tutoring experience.

The second aspect to consider is the transferability of the tutoring game to a cHRI driven by a SARTS. Since the reading of a picture book mainly focuses on children’s abilities to build complete sentences, although it can be adapted to single word answers, it still requires verbal input. This also applies for the “I’m giving you a present ...” game, which requires the speech input to understand either the child’s description of an object or her answer to the educator’s/SARTS’s description. However, this is not realizable with kindergarten children, since state of the art ASR systems still yield low accuracy for them (Kennedy et al., 2017b). In contrast, the rhyming and “I spy with my little eye ...” games allow for alternative input modalities, e.g., via touch on a tablet, and, thus, can be transferred to a cHRI in a reasonable fashion.

In summary, the “I spy with my little eye ...” game meets all requirements and, thus, provides a promising basis to implement a word learning interaction for kindergarten children. It not only yields a good transferability but also allows to easily adapt the interaction with respect to the cognitive learning dimension by modifying the order of words to be learned, as well as the task difficulty. Combined with an approach to keep track of the learner’s knowledge state, this offers the possibility for the SARTS to provide an interaction within the ZPD for each individual child. However, to allow for the chosen game setting to be a meaningful aid to learn new languages, some small adaptations are required.

First, the game has to be transferred from an interaction between the educator and multiple children to a one-on-one interaction between the SAR and just one child. Therefore, the SAR takes the educator’s role of a peer-like tutor that assists the child in learning novel vocabulary of a new language. However, this also involves that the robot has to handle and understand a lot of speech input from the child, since the educator also took part in the actual game. In order to minimize the required verbal input, the usual role switch during the game is avoided and the robot continuously acts as “the spy”, who is describing the game objects by using the target vocabulary.

The second aspect to be changed concerns the visualization of the game itself. Instead of physical cards on a table, a tablet pc is used to display the objects associated with the current task, which further simplifies the implementation and maintenance of the tutoring interaction (see Figure 4.2). Although research indicated that the manipulation of real objects is important for language learning (Kersten and Smith, 2002), it has also been shown that the interaction with objects on a tablet can work similarly well (Vlaar et al., 2017).

### 4.2.3 Interaction Structure and Feedback Behavior

Despite these changes, the game structure is not changed and still follows the previously identified interaction structure making up a typical tutoring game in adult-child interaction (see Section 4.1.3.1). First, the robot introduces itself and asks the child for her name and age, which is intended to mitigate her timidity for interacting with the robot (opening phase). Afterwards, it explains the game rules
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Figure 4.2: (a) A scene from the “I spy with my little eye ...” game from the pre-recordings in German kindergartens and (b) the setting transferred to a SARTS with a child sitting in front of a tablet displaying the graphical user interface (taken and redesigned with permission from Schodde et al. (2019)).

(game setup) and provides a test task to check whether the child has understood the game (test run). Subsequently, the actual game starts, in which a basic turn is structured as follows.

It starts with a set of objects being displayed on the tablet screen and the robot saying “I spy with my little eye something that is ...” followed by the target word in the foreign language that refers to a property of one of the objects displayed on the screen. Then, the child’s task is to respond by selecting the object she thinks is referred to via touch input on the tablet. After the child answered, the robot provides feedback in response to a correct or false answer. Since appropriate feedback is not only important for the child to understand her mistakes but also to motivate her and foster her perceived learning (see Section 2.1.5), the robot’s feedback behavior is designed in line with experts’ practices summarized in the empirical basis (see Section 4.1.3.2). However, the two most commonly used feedback strategies are not applicable in this context, since the current interaction design restricts verbal input. Additionally, the last strategy of providing no correction for the child is rarely used in general and never in the chosen game. Consequently, the third strategy is applied by the robot so that it responds to correct answers by praising the learner, as well as repeating the target word in the foreign language and the corresponding translation in the mother tongue. In case of a false guess the robot explains the correct meaning of the word to be learned one more time. In addition, the wrongly chosen and the correct object are both displayed on the tablet screen and the child is again requested to provide an answer. Similar to the educators, the robot also accompanies all feedback behaviors with small socially supportive behaviors, e.g., nodding when an answer is given. Finally, the interaction is closed by acknowledging the child’s participation and providing an outlook for the next session.

In general, combining the identified interaction structure with an established way to provide feedback for young children, guided and performed by a SAR, facilitates the establishment of a pragmatic frame, as well as a social interaction between the learner and the robot. This should foster that children get used to the interaction quickly, so that they can fully concentrate on the learning content, while benefiting from the social interaction, which has been argued to be the best setting for language learning (see Section 2.2).
4.3 General Tutoring System

In general, the “I spy with my little eye ...” game implies a communication between the child and the SARTS. To make this possible, the ITS architecture proposed by Dede (1986) is used, since it already includes a user-interface. Here, it is represented by the SAR and a Graphical User Interface (GUI) that displays the cards with objects “the spy” can describe during the game. As SAR the Nao robot is used, since its humanoid appearance allows to apply useful behaviors derived from educators’ practice in kindergartens. Further, it looks kind and has a suitable size, since it is smaller than kindergarten children so that its movements might not frighten them. To further lower the children’s initial anxiety before requesting them to play alone with the robot, it is introduced in a group session (cf. Vogt et al., 2017; Fridin, 2014a).

In addition to the user interface, Dede’s architecture includes a domain model, which is used to specify the to be learned vocabulary, as well as a student model and a pedagogical module. Within this thesis, the student model is used to trace the learner’s knowledge state about the vocabulary and her engagement, whereas the pedagogical module is applied to plan the next steps of the tutoring interaction based on the domain and student model.

Since the learning dimensions and the engagement are interconnected and strongly influence each other, this needs to be considered during the planning process of SARTS. Therefore, the tutoring system is developed and implemented in the same fashion by combining the student model and pedagogical module into a single approach. This does not only allow to consider all the information about the learner during the decision-making process but also to simulate the effects of possible actions beforehand and, with that, to choose appropriate teaching actions in each situation.

Finally, since the “I spy with my little eye ...” game provides such a simple task structure, it further allows to rely on the paradigm of a Constraint-Based Model (CBM) to implement the SARTS (see Section 3.1.2). This is because the tasks require just one-step answers by selecting one of the shown cards and do not provide the necessity to track the learner’s solution path for which Rule-Based Models (RBMs) would be needed. Moreover, incorporating an expert system for such a simple task is not required and would result in additional modeling effort.

4.4 Technical Setup

The SARTS consists of a Microsoft Surface Pro 4 tablet to display the HTML-based GUI and a Nao robot V5 to guide the learner through the interaction. Furthermore, it contains a dialog manager to specify the interaction structure easily and a control panel, which allows to start, pause and stop the SARTS. Finally, the developed SARTS includes a backend that, inter alia, contains the student model, as well as the pedagogical module.

To allow for an easy exchange of single components with respect to the respective study settings and latest findings, the SARTS is constructed modularly (see red components in Figure 4.3). Furthermore,

---

1https://www.microsoft.com/surface/en-gb/devices/surface-pro-4
the NaoQi\footnote{http://doc.aldebaran.com/2-1/naoqi/} framework is applied as a middleware to allow for all components to communicate with each other. It is shipped with each Nao robot and allows to communicate via a simple event based system between various programming-runtimes (Python, Java, C++, JScript) and, with that, provides a high flexibility.

Figure 4.3 further depicts the information flow between the different components. For example, during a normal task, the dialog manager asks the backend to generate a new task or to select a target word and task difficulty, respectively. Subsequently, the backend informs the GUI about which objects to display and also fills up template slots in the dialog manager, e.g., with the target word. The dialog manager sends this information to the robot to verbalize the task and/or to start non-verbal behaviors. Finally, when the child selected an animal on the tablet via touch, this answer is sent to the backend where it is validated. Afterwards the feedback information is sent back to the dialog manager to fill up the respective dialog templates and the completed sentences are then expressed by the robot.

### 4.5 Summary

To be able to investigate the important research questions arising in the field of language learning for young kindergarten children, a suitable interaction design is required. To get an impression of which elements of language learning practices in kindergartens exist and which can be transferred and implemented into a SARTS (RQ0), observational recordings of language learning interactions in German kindergartens were collected and analyzed. Based on the resulting dataset, an interaction structure, feedback guidelines and a tutoring game are derived and implemented.
In general, each of the observed language learning games in German kindergartens follow the same interaction structure consisting of five different phases (opening, game setup, test run, game, closing). Further it has been observed that the educators almost only use positive feedback during the actual game, such as simply correcting children’s answers implicitly either by repeating the correct word as if it was already used correctly by the child or even recasting a whole sentence in a corrected fashion. On the one hand, this can keep the children motivated to continue playing the game and, thus, to learn more words. On the other hand, the implicit corrections through repeating, recasting or even rephrasing children’s answers correctly results in a higher contact frequency with the target word and, with that, can lead to a higher cognitive learning. Although young children are able to pick up a rough word concept through fast mapping, frequent repetitions are still essential to strengthen this initial concept and to enrich it with more details in the slow mapping process (see Section 2.2.2).

All these important aspects can be established in the “I spy with my little eye ...” game, which is also easily transferable to a SARTS without the need of excessive turn taking during a task and speech input by the child. Furthermore, it provides the opportunity for the SAR to establish a pragmatic frame by acting as the game master in the role of a peer-like tutor that guides the children through the different interaction phases. While this frame makes it easier for children to retrace the interaction course and to concentrate on the learning task itself, it further supports to establish the robot as a social partner and maybe also as a friend.

Afterwards, all the aspects described above have been transferred into a technical setup for building a modular SARTS, which allows to address the remaining research questions of this thesis. Now, some modules of the underlying ITS, such as the student model or pedagogical module need to be developed and implemented, which will be addressed in the following chapter.
If a child can’t learn the way we teach, maybe we should teach the way they learn.

— Ignacio Estrada
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After a suitable tutoring setting and structure was defined and transferred into a SARTS, this chapter focuses on developing the core modules that are generally required for a SARTS to optimally support the foreign language learning of kindergarten children. More precisely, it focuses on the question of how a SARTS can optimally address young children’s cognitive learning (RQ1). This dimension comprises the knowledge and skills to be learned and, thus, is directly connected with the interaction goal of teaching new content. To optimally address the cognitive learning and to achieve high learning gains, a SARTS should allow for the learner to work in the ZPD. To enable the system to adapt the learning content accordingly, this chapter concentrates on how a SARTS can be enabled to keep track of kindergarten children’s individual knowledge state (RQ1.1, student model) and how it can select appropriate teaching actions to adapt the interaction accordingly (RQ1.2, pedagogical module).

To approach these questions, this chapter first reviews the literature on possible models to trace the learner’s knowledge, as well as to plan and adapt the tutoring interaction (Section 5.1). Subsequently, and with respect to the reviewed literature, a model is selected (Section 5.1.3), extended, formally defined and implemented (Section 5.2). Afterwards, two user studies are described, which evaluate this model in an interaction with adults (Section 5.3) and with children (Section 5.4).

5.1 Model Selection

A lot of different approaches for tracing the learner’s knowledge and, based on that, for planning and adapting the course of the tutoring interaction have been published in the past decades. Since they define the basis for the student model and pedagogical module of an ITS, they are reviewed and discussed in the following. As a first step to develop a student model, this chapter will only focus on modeling the learner’s knowledge state, although more information is required to establish a student model that profiles the learner completely, e.g., affective and cognitive states, and preferred learning style.
5.1.1 Modeling the Learner’s Knowledge State

Approaches of knowledge tracing often aim to model the learner’s mastery of skills being taught during a tutoring interaction (see Pelánek (2017) for an overview). This is one of the important pieces of information that is stored in the student model of an ITS and can be used as a knowledge base to address the learner’s individual needs by planning the next steps in a tutoring interaction accordingly. One possible way to approach this aspect is to extract information about the student from data using complex machine learning algorithms, such as recurrent neural networks (Piech et al., 2015; Kajjah et al., 2016), collaborative filtering techniques (Töschter and Jahrer, 2010) or even ensembles of different approaches (Pardos et al., 2012). While these models often achieve a good predictive accuracy, they lack interpretability. However, especially in the scope of educational applications, educators and teachers are often concerned with the interpretability and validity of applied models and, thus, these approaches are barely used in practical applications. Alternatively, simple and easily understandable assumption-free approaches, such as the exponential moving average, can be used. Here, past attempts to solve a task are weighted by an exponentially decreasing function to estimate the learner’s knowledge. These approaches have the advantage of computational efficiency and the ease of application, while often providing reasonable predictions. Nevertheless, they still cannot keep up with more sophisticated knowledge tracing algorithms (cf. Wauters et al., 2012; Pelánek, 2014).

A more elaborated approach to model the learner’s knowledge is based on logistic models, which are usually used to model the acquisition and forgetting of declarative knowledge (White, 2001; Pavlik and Anderson, 2005; Pelánek, 2015; Sense et al., 2016). To achieve this, the skill is represented as a continuous variable and learning is modeled as a gradual change. Furthermore, the item difficulty is calculated by using a logistic function, e.g., \( f(x) = \frac{1}{1 + e^{-x}} \), representing the probability of answering correctly given a specific task difficulty and the current skill mastery. A typical logistic model is the Performance Factor Analysis (Pavlik et al., 2009), which allows to estimate the skill mastery based on the learner’s performance during the interaction. Similar models are the Additive Factors Model (Cen et al., 2006; Käser et al., 2014b), which is also sensitive to the frequency of prior practices of a skill, the Instrumental Factors Analysis (Chi et al., 2011), which also incorporates different types of instructional interventions and their effects, and the Elo Rating System (Pelánek, 2016). The latter is originally developed to rate chess players and allows to easily and dynamically estimate the skill level of students, as well as the difficulty of tasks by interpreting the student’s answer as a match between the student and the task.

Another widely used group of approaches incorporates Bayesian models. They are able to handle uncertainty easily, recover from errors during an interaction and allow to infer hidden state values from evidence. The On-Line Assessment of Expertise (OLAE) tool, for instance, observes the individual steps done by the learner to infer her skill mastery and domain knowledge (Vanlehn and Martin, 1998). Similarly, the ITS called Ecolab logs the learner’s requests for help to predict the mastery of the current domain, as well as the readiness to learn new topics (Luckin and du Boulay, 1999). Moreover, Gordon and Breazeal (2015) presented a so-called “active learner model” to trace the word reading skill of young children. It employs a simple distance metric to approximate the conditional probability \( p(w_2 \mid w_1) \) that describes whether the child might be able to read a word \( w_2 \) if it already knows the word \( w_1 \). The
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Evaluation showed that this approach is able to adapt to users of different age and to trace their reading knowledge fairly well (Gordon and Breazeal, 2015). An additional benefit of Bayesian models is their optimisability through machine learning to accelerate the development of ITSs and to refine models based on the learner’s data either during the interaction (Schadenberg et al., 2017) or even beforehand (Arroyo et al., 2004; Ferguson et al., 2006). Schadenberg et al. (2017), for instance, based their lesson planning on the likelihood whether the learner will answer correctly or not. This likelihood is modeled with just two parameters, namely, the user’s learning ability and the task difficulty. Both are fitted during the interaction while observing the learner’s performance to optimize the knowledge tracing and, with that, the lesson planning (Schadenberg et al., 2017).

In addition, Bayesian models are also able to model changes over time, e.g., in Dynamic Bayesian Networks (DBNs). Similar to traditional Bayesian models, DBNs can be used by an ITS to decide what to do next based on the current knowledge about the learning situation. But, they also allow for a more detailed planning of the next steps by simulating the future course of the interaction. Early versions of DBN-like constructs can be found in the Andes physics tutor (Conati, 2002) and Prime Climb math tutor (Conati et al., 2002; Conati and Maclaren, 2009), which model the learner’s goals and affective states, while using a non-Bayesian update rule for better scaling. However, probably the most common DBN-like Bayesian model to trace the learner’s knowledge is called Bayesian Knowledge Tracing (BKT) (Corbett and Anderson, 1994). It is based on a Hidden Markov Model (HMM) consisting of a latent (the skill-knowledge of just one skill) and an observable variable (the answer correctness) and often serves as a basis for more complex models of knowledge tracing (e.g., de Baker et al., 2008; Lee and Brunskill, 2012; Spaulding et al., 2016). Spaulding et al. (2016), for instance, proposed the Affective BKT model to trace the language reading skills of children in a cHRI. They introduced two further observable variables, namely “smile” and “engagement”, to enable the system to take the affective and cognitive state of the child into account and to calculate the skill belief correspondingly. Their evaluation showed that this model outperforms traditional BKT-based models for knowledge tracing in educational settings (Spaulding et al., 2016). Similarly, Käser et al. (2014a) extended the traditional BKT and defined a comprehensive DBN to trace the knowledge of all skills to be learned in just one network. This allows for the system to trace the learner’s knowledge about each skill individually and, additionally, to represent and reason about skill interdependencies, which in turn allows to specify the best learning order of all skills or even to let the system search for it autonomously. Their evaluation demonstrated that this more detailed model outperforms the traditional BKT with regard to the accuracy of traced skill beliefs, at least in domains with skills that are interdependent (Käser et al., 2014a). In addition to these examples, many other extensions and variants of the basic BKT can be found that include the item difficulty (Pardos and Heffernan, 2011), forgetting (Khajah et al., 2016), extended learning states (Zhang and Yao, 2018), the time between attempts (Qiu et al., 2011) or investigate the individualization of these models in more detail (Pardos and Heffernan, 2010; Yudelson et al., 2013).

Also generalizations and combinations of Bayesian and logistic models were developed in recent years (Wang et al., 2013; Gonzalez-Brenes et al., 2014; Khajah et al., 2014a,b; Streeter, 2015). Khajah et al. (2014b), for instance, combined Item Response Theory (a logistic model), which allows to model
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different student abilities and problem difficulties, with a HMM to trace the learner’s skill acquisition. Their evaluation showed that each sole model is outperformed by the combination of both types (Kha- jah et al., 2014b). Streeter (2015), instead, used a more generalized approach called mixture modeling, which also combines both types of models, but shows higher improvements in prediction accuracy on real data (Streeter, 2015). However, the superiority of these more complex hybrid models is mostly only observable when comparing them with fairly simple versions of the basic models. In fact, Zhu et al. (2018) demonstrated that the basic BKT approach extended with temporal information about the performance data already achieves comparable results (Zhu et al., 2018).

5.1.2 Planning the Course of Tutoring Interactions

As already mentioned, the pedagogical module of an ITS can rely on the information stored in the student model, e.g., the learner’s knowledge state, to adapt the tutoring interaction and to plan an optimal path through the curriculum (see Section 3.1). Although many of the reviewed systems above already incorporate basic planning algorithms, they mainly focus on the knowledge tracing part to create an appropriate student model. However, the literature also provides information about more elaborated approaches to implement the pedagogical module.

A common approach to implement it is to employ Reinforcement Learning (RL) to learn which is the best action to take in each state of a tutoring interaction by simply exploring their effects (Bennane, 2002; Sarma and Ravindran, 2007; Malpani et al., 2011; Bennane, 2013). Sarma and Ravindran (2007), for example, used Q-learning extended with a small answer history to learn which questions or hints to select for the learner in a question-answer game. This scenario is defined as a pattern classification problem, meaning, the student has to classify the pattern (question) by providing an answer (A, B, C or D). This assumption served as a basis to implement artificial neural networks to simulate two types of children, autistic and normally developed, which subsequently are used to evaluate the RL system. The results demonstrate that their system is able to improve the answer success-rate of all learners. Additionally, by considering a small history of the learner’s answers as a further information base, it is also able to teach autistic children as effectively as normal learners (Sarma and Ravindran, 2007). Clement et al. (2015), instead, proposed two simple algorithms, which are based on the multi-armed bandit strategy, to plan the next steps of a tutoring interaction. That is, their system either takes the action that maximizes the average learning gain of the student, or explores some new activities, which might be even more beneficial. The whole process is guided by priors gained from expert annotations beforehand, e.g., the impact of actions on students’ learning gain and the difficulty of different task types. Although both algorithms share the same priors they differ in the adaptation method and the amount of additional knowledge stored. While one operates without any further information, the second includes a rudimentary memory to store information about the learner’s knowledge. Their evaluation shows that even if the ITS does not use information about the learner, it can already lead to a higher learning gain as compared to a human expert’s lesson. However, their second algorithm performed even better. Moreover, they concluded that extending their system with a more complex model for
tracing the knowledge state of a student might lead to a further improvements regarding the student's learning gains (Clement et al., 2015).

In addition, research on incorporating Partial Observable Markov Decision Processes (POMDPs) for the planning process of an ITS can be found as well (Folsom-Kovarik et al., 2010; Theocharous, 2010; Brunskill and Russell, 2011; Rafferty et al., 2011). While these systems are often able to model the learning interaction fairly accurately, e.g., by extracting the network structure and parameters form a prerecorded dataset (Theocharous, 2010), finding the optimal action policy is often computational unfeasible. However, research on simplifying the planning problem by reducing its complexity is proceeding and approaches either for optimizing the state representation (Folsom-Kovarik et al., 2010) or for online-planning (Brunskill and Russell, 2011; Rafferty et al., 2011) can already be found. The latter just plans a few steps ahead during the interaction (online), instead of inferring a fully specified action policy in advance (offline). Rafferty et al. (2011), for instance, used this method to develop an ITS to teach alphabet arithmetic. They implemented a heuristic forward search that explores usable actions and its effects just two steps beyond the current state. This approach was compared to two different random and one maximum information gain (MIG) policy. The latter just chooses the action that results in the maximum information gain for the learner, if the task is solved correctly. Their results show that the heuristically estimated action-policy achieves a significant faster skill learning than choosing actions randomly. However, compared to the simple MIG algorithm no significant difference is observed anymore, at least for small skill spaces. According to the authors a likely explanation for this finding is that the used knowledge tracing model might have been insufficient (Rafferty et al., 2011).

Finding the optimal teaching policy can also be interpreted as a classification task. That is, the ITS classifies the learner type of a student to associate her with broader groups, for which specific rules are defined, or it classifies specific preferences of the learner, which then can be satisfied by the interaction. Examples for such classifiers are neural networks (Castellano et al., 2007), decisions trees (Cha et al., 2006; McQuiggan et al., 2008) and hybrid methods (Hatzilygeroudis and Prentzas, 2004; Lee, 2007). Hatzilygeroudis and Prentzas (2004), for instance, used a hybrid approach that integrates symbolic rules and neurocomputing called “neurules”. They are used to classify the learner type, as well as her preferences, and to define the pedagogical knowledge of an expert system. Both are integrated into an ITS to make pedagogical decisions regarding the interaction course with respect to the inferred information about the learner. In general, those “neurules” are space and time efficient and offer robust inference mechanisms. Furthermore, they can be constructed incrementally and updated easily to refine the expert knowledge base later on. However, they can not represent fussiness, e.g., for modeling students’ knowledge, or structural knowledge, e.g., the knowledge stored in a domain model (Hatzilygeroudis and Prentzas, 2004).

Although various of this planning models already incorporate a basic version of a student model to keep track of their knowledge and/or abilities, they are not very sophisticated yet, which is an often criticized issue in this line of research. It is often argued that a more effective knowledge tracing method used by the pedagogical module of an ITS can be profitable for the learning interaction, e.g., by further increasing students’ cognitive learning (e.g., Rafferty et al., 2011; Clement et al., 2015).
5.1.3 Discussion

Reviewing the literature reveals that most published approaches focus either on establishing a student model filled with knowledge about the learner’s skill mastery and/or engagement, or on the development of sophisticated planning algorithms to choose the next steps to be taken in the tutoring interaction (pedagogical module). However, the work on ITSs suggests that both, a sophisticated student model and pedagogical module, are equally essential for building a tutoring system to provide lessons as beneficial as possible. Because of this, some planning approaches already try to combine both, e.g., by classifying children’s learner type to provide well designed default learning content suitable for the respective needs and preferences (e.g., Hatzilygeroudis and Prentzas, 2004; Castellano et al., 2007). But although these models are already rather complex in their planning mechanics, e.g., by basing it on neural networks or even on a hybrid approach that merges symbolic rules and neurocomputing, they just aim for sorting the learner into rather rough groups instead of keeping track of her knowledge to establish an elaborated student model.

Also first approaches based on RL can be found that incorporate a rudimentary student model (Malpani et al., 2011) or a small history of the learner’s answers (Sarma and Ravindran, 2007) to represent or infer her already attained knowledge. In fact, they demonstrated that such fairly simple extensions can already increase the efficiency of an ITS. Moreover, basing the planning on RL allows for learning the pedagogical rules from a dataset or the interaction itself, which was shown to yield good results (Chi et al., 2009). However, these approaches to implement the pedagogical module contain also some weaknesses. The resulting models are often inflexible, because they are designed for a specific type of task, e.g., a sequential decision task (e.g., Cakmak and Lopes, 2012), tested only on simulations without the unpredictable noise of real learners (e.g., Sarma and Ravindran, 2007; Malpani et al., 2011) or ignore the uncertainty about learners’ real knowledge (e.g., Cakmak and Lopes, 2012). In addition, employing RL for larger learning domains, e.g., language learning, or extending the student model by considering also learners’ engagement, i.e., affective and cognitive states, enlarges the state space and, thus, strongly increases the time needed to personalize and to learn how to behave until it can be used in the wild effectively. Nevertheless, all these models already demonstrated that basing the planning mechanics of the pedagogical module on knowledge about the student, even when this information base is fairly simple, can significantly increase the effectiveness of an ITS.

In general, to establish a more elaborated student model two different types of approaches for tracking learners’ knowledge are commonly used. First, assumption-free approaches that allow for the model to learn the latent structures within a dataset by itself and, thus, make the time-consuming task of defining them by hand unnecessary. But this increases the difficulty of keeping track of what the system learned and how it will behave in each situation, which, however, is precisely what is often desired in the realm of developing educational software. Experts want to control what and how children should learn, so that it is in line with research in pedagogic and pedagogical psychology. Furthermore, there is a lack of huge datasets to train these models. Consequently, this type of model does not provide the best basis for the development of a SARTS.
Assumption-based models, instead, require predefined assumptions, preferably provided by human experts, which complicates their development, but often maintain their interpretability and understandability. Commonly used assumption-based knowledge tracing approaches build on Bayesian methods, but the questions about the optimal choice between those and logistic models is not fully resolved yet. Although these models already have been compared (Gong et al., 2010), the results are not conclusive, probably do not generalize properly and, thus, are not applicable to each domain. In general, logistic models are favored for memory building processes since the knowledge state is modeled more naturally by gradual changes. In contrast, Bayesian methods, e.g., BKT, often apply a more discrete state transition from not known to known, which allows to model the understanding and sense-making processes in fine-grained knowledge components. Furthermore, the latter often provides a specific graphical structure to model influences of each included attribute. This enables one to understand the likely effects and decisions of such models easily and, thus, allows to prove their validity in the educational context. Additionally, a subset of these approaches allow for a simulation of the learner’s development based on the influences of different variables to plan the next tutoring steps. They further seem to be easily extendable and, thus, provide a suitable basis for an incremental implementation of a student model. In fact, Khajah et al. (2014a) showed that a BKT can easily be transformed into a hybrid model by including the problem difficulty or general student abilities as latent factors (based on logistic models) directly into the BKT so that they can influence the tracing process explicitly. Their results showed that a BKT model with these rather simple extensions can already outperform the traditional BKT, as well as basic logistic models (Khajah et al., 2014a).

In addition, since BKT is a specific type of DBN, it can easily be extended by a decision component, e.g., to choose the next problem difficulty, leading to a model similar to a Dynamic Bayesian Decision Network (DBDN) (Russell and Norvig, 2010, p. 664ff.) or a POMDP (Russell and Norvig, 2010, p. 658ff.). While solutions of the latter are optimal plans that are computed offline and conditioned on future observations, the former can be regarded as a computational representation of POMDPs, which determines solutions for finite time horizons in an online fashion (cf. Polich and Gmytrasiewicz, 2007). This enables the ITS to select actions and to reason about their effects, so that the learners will receive a tutoring interaction which they most likely benefit from. However, finding an optimal action policy is often computationally intractable. Although research on compressing the state space by means of new representation methods to make them tractable even in larger learning domains has already been done (Folsom-Kovarik et al., 2013), this approach might not be applicable in all domains and, in particular, not in language learning. Another possibility is to use online-planning algorithms, e.g., a heuristic forward search (Brunskill and Russell, 2011; Rafferty et al., 2011). However, this type of algorithm is not guaranteed to explore the whole state and action space to find the optimal solution, since in larger spaces it is limited through a time constraint of just a few seconds to maintain its tractability. But nevertheless, within a domain with a limited or smartly defined state space and a suitable online planning algorithm, POMDPs or DBDNs, respectively, still provide a huge potential to combine information stored in the student model with the pedagogical module for planning the next steps in a tutoring interaction to optimally address the learners’ cognitive learning.
In conclusion, extending the traditional BKT to build a DBDN poses a promising basis for implementing and combining the student model and pedagogical module of an SARTS. First, the underlying BKT is easily extendable and, hence, can also handle further information about the learner, e.g., the engagement. Second, integrating the decision-making right into the BKT allows for actions to influence the tracing process, which, in fact, was already shown to improve the tracing results (Khajah et al., 2014a). Third, in the chosen domain of word learning of a foreign language, the state and action spaces can be modeled so that the planning process stays tractable. In general, the state portrays the words to be learned whose number, however, can be several tens of thousands. But, the state space can be divided into small “chunks” so that each chunk just includes a small portion of the vocabulary. Letting the planning algorithm just work within the current chunk reduces the costs for planning the next steps dramatically. After a chunk is mastered by the student, the system simply switches to the next chunk of skills and goes on with the teaching process. This is also an established practice in traditional classroom environments, in which teachers also do not teach the whole vocabulary of a language at a time. In addition to the already mentioned benefits, modeling the student model and pedagogical module tightly coupled also allows to represent some of the interconnections between the different learning dimensions. This is important since the inevitable influences of other dimensions can change the profit for the actions executed by a SARTS (see Section 2.1.6). However, incorporating the influences right into the model enables the tutoring system to simulate different actions and action combinations based on the current information about the learner and to choose them accordingly to optimize the tutoring experience with respect to all dimensions of learning.

5.2 Adaptive Bayesian Knowledge Tracing (A-BKT)

In general, BKT is an implementation of a Hidden Markov Model (see Figure 5.1a), which is defined by the following elements:

- \( \mathcal{X} = \{s_1, \ldots, s_n\} \) represents the latent state space
- \( \mathcal{O} = \{o_1, \ldots, o_m\} \) is the set of possible observations
- \( T \in \mathbb{R}^{n \times n} \) is the transition matrix, where \( p(t_{ij}) \) is the probability of moving from state \( s_i \) to \( s_j \),
- \( \Omega \in \mathbb{R}^{n \times m} \) is the observation matrix, where \( p(o_h | s_i) \) is the likelihood of observing \( o_h \) in state \( s_i \),
- \( \pi \in \mathbb{R}^n \) is the prior distribution, where \( \pi_i = p(s_i) \) is the probability that \( s_i \) is the initial state for \( S \)

The BKT approach depicted in Figure 5.1b adopts this definition so that it contains a latent variable \( S \) that represents the skill and an observable variable \( O \) that models the user’s answer. Although both are classically assumed to be binary, this is already sufficient to represent the skill mastery of the user and to calculate the likelihood of a correct answer given the current skill belief (see Equations 5.1). However, this way of modeling the learner’s knowledge requires a separate BKT instance for each single skill.
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(a) The HMM is defined by the latent states \( s_1 \) and \( s_2 \), the possible observations \( o_1 \) and \( o_2 \), the likelihoods \( p(b_{hi}) \) to observe an observation \( o_h \) in state \( s_i \) and the transition \( p(t_{ij}) \) describing the probability to move from \( s_i \) to \( s_j \).

(b) In the traditional BKT the observed answer \( O_t \) depends just on the learner’s current belief about skill \( S^t \) (latent). Both, \( O_t \) and \( S^t \), influence the belief update for \( S^{t+1} \) in the next time slice.

Figure 5.1: Graphical representation of a traditional HMM (a) and BKT (b).

To update the current belief about a skill being mastered or not, only the observation \( \Omega \) and transition probabilities \( T \) are used to calculate the posterior \( p(S^{t+1}) \). The emission probabilities, which are contained in \( \Omega \), are described by the “slip probability” \( p(slip) \), which is the likelihood of answering wrongly although knowing the skill, and the “guess probability” \( p(guess) \), which is the likelihood answering correctly without knowing the skill. In addition, the transition probability is given by \( p(t) \), which represents the skill transition from unknown (\( s_1 \)) to known (\( s_2 \)) (cf. Equations 5.2-5.4).

\[
p(O^{t+1} = \text{correct}) = p(S^t) \cdot (1 - p(slip)) + (1 - p(S^t)) \cdot p(guess) \quad (5.1)
\]

\[
p(S^{t+1}) = p(S^{t+1}|O^t) + (1 - p(S^{t+1}|O^t)) \cdot p(t) \quad (5.2)
\]

where

\[
p(S^{t+1}|O^t = \text{correct}) = \frac{p(S^t) \cdot (1 - p(slip))}{p(S^t) \cdot (1 - p(slip)) + (1 - p(S^t)) \cdot p(guess)} \quad (5.3)
\]

\[
p(S^{t+1}|O^t = \text{wrong}) = \frac{p(S^t) \cdot p(slip)}{p(S^t) \cdot p(s) + (1 - p(S^t)) \cdot (1 - p(guess))} \quad (5.4)
\]

Although this basic model can already be used for choosing the next skill to address, e.g., the next vocabulary item with the lowest belief about the learner’s mastery level, no information about how the skill can be addressed is represented yet. To achieve this, different options can be taken into account. Khajah et al. (2014a), for example, added the task difficulty with which a skill can be addressed as a latent factor to the basic BKT. This factor directly influences the likelihoods \( p(slip) \) and \( p(guess) \) so that the likelihood of observing a correct answer given a particular skill belief will be adapted with respect to the task difficulty and, with that, also the tracing process itself (Khajah et al., 2014a). However, this approach does not yet allow to directly choose the next and, in particular, the best task difficulty with regard to the learner’s current abilities.
For this purpose it is required to enable the ITS to simulate the effects when providing a specific task with a certain difficulty level and, based on the results, choose the task with the highest learning gain while still not overstraining the learner. Therefore, the Adaptive Bayesian Knowledge Tracing (A-BKT) model proposed here incorporates a decision node $A$ as an extension to the traditional BKT approach, which represents the possible actions to be taken by the system during the tutoring interaction (see Figure 5.2). Moreover, the action decision node is influenced by the learner’s knowledge state, which further allows to chose an appropriate action not only based on the likelihood to observe a correct answer but also with respect to the skill mastery. For the moment, the A-BKT actions only describe the different task difficulties, which was already demonstrated to be beneficial for the tracing process by Khajah et al. (2014a). However, later the model’s action space can be extended to also address the learner’s engagement, as well as affective and perceived learning.

The resulting A-BKT model is comparable to a DBDN, which is defined as follows:

- $X = \{s_1, ..., s_n\}$ represents the latent state space of a skill $S_i$ (e.g., mastered or not mastered)
- $A = \{a_1, ..., a_m\}$ the set of (teaching) actions (e.g., task difficulties)
- $O = \{o_1, ..., o_l\}$ the set of possible observations (e.g., correct or wrong answer)
- $T \in \mathbb{R}^{n \times m \times l \times n}$ the transition matrix, where $p(s_j|s_i, o_y, a_x)$ is the probability of switching from state $s_i$ to $s_j$ when observing $o_y$ after executing $a_x$
- $\Omega \in \mathbb{R}^{n \times m}$ is the observation matrix, where $p(o_y|s_i, a_x)$ is the likelihood of observing $o_y$ in state $s_i$ if action $a_x$ is applied
- $\pi \in \mathbb{R}^n$ is the initial distribution, where $\pi_k = P(S_i = s_j)$ is the probability that $s_i$ is the initial state of skill $S_i$
- $U = \{u_1, ..., u_n\}$ the set of utilities, where each $u_z$ values a possible consequence of an action or a set of actions

As a first step from BKT towards a DBDN, just the action decision node $A$ is added. Instead of the utilities $U$, a simple comparison between the current belief state and the desired final belief state for the learning interaction is used. Usually, the utility nodes are used to control the behavior of decision networks by assigning a numerical utility to each possible consequence of an action that represents the respective benefits. This allows to calculate the expected utility and to choose a set of actions to maximize it. However, finding suitable utility values that result in the desired system behavior is a complex task and should be based on an empirical dataset, in the optimal case.

By introducing a separate node for tutoring actions, their influences are modeled as a causal relationship between $A$ and $O$, meaning, actions directly influence the likelihood of observing a correct answer. Additionally, actions also influence the skill belief update at time $t + 1$, which, in consequence, allows for an impact-simulation of tutoring actions beforehand. To keep the model simple, the current action space only consists of three different task difficulties (easy, medium, hard). For example, if the skill belief appears relatively high, which means the skill is nearly mastered, an easy task would provide no challenge and the A-BKT model assumes a high likelihood of observing a correct answer, which in
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Figure 5.2: Dynamic Bayesian Decision Network based on BKT. (a) The SARTS chooses the next skill \( S_t \) and action \( A_t \) for time step \( t \) based on the current belief over all skills/networks (reprinted with permission from Bergmann et al. (2017)). (b) After observing an answer \( O_t \) from the learner, this observation, the used action \( A_t \) and the previous skill belief of \( S_t \) are used to update the skill belief for \( S_t \) at time \( t + 1 \) (taken and redesigned with permission from Schodde et al. (2017a)).

Turning would only result in a relatively minor benefit for training that skill. In contrast, if the skill belief is assumed to be rather low and a hard task is given, the learner would barely be able to solve the task, which results in a low likelihood of observing a correct answer and, thus, in a smaller (or non-existent) learning gain. A task of adequate difficulty, instead, can push the learner into the ZPD, which results in a higher learning gain supported by a feeling of flow (cf. Basawapatna et al., 2013; Craig et al., 2004).

To allow for a more fine-grained decision process the structure of the latent variable \( S \) that stores the skill belief is modified. Each variable \( S_i \) can now attain six discrete values (states) instead of just two (mastered or not mastered), which corresponds to six bins for the belief state (0%, 20%, 40%, 60%, 80%, 100%). In contrast to the traditional BKT, the discretization into six bins allows to model not only the uncertainty about the current state but also to represent the learner’s progress in more detail. That is, it allows, for instance, to represent that the system is 80% sure that a learner mastered a skill to 40%. This is required to model the influence of each action on the likelihood of observing a correct answer more accurately. For example, if the skill belief is low (probability mass mainly contained in the first bin), a high task difficulty would result in a low likelihood to observe a correct answer. In contrast, a high skill belief, e.g., probability mass mainly contained in the last two bins, allows for the system to select a difficult task, since the likelihood to observe a correct answer rises to a reasonable level. Consequently, this modification results in an increased flexibility, whereas the complexity that would arise when applying continuous latent variables is avoided.

In addition, the prior distribution \( \pi \) is defined to be uniform so that all states are equally likely, which represents the model’s initial uncertainty about the learner’s knowledge. However, the observable variable \( O \) remains binary as in the classical BKT and still represents whether the learner’s answer was correct or not. Although this is a rather simple implementation it is still sufficient to model the learner’s answer behavior in the chosen setting, since the learner can either select the correct object asso-
associated with the taught word and, thus, answers correctly or choose a wrong object, which would result in a wrong answer. As mentioned in Section 4.3 this is comparable to a CBM in which the learner’s final answer just has to satisfy a predefined constraint.

But with these changes the classical BKT update function is not applicable anymore. This function is based on rather simple assumptions about guessing \( p(\text{guess}) \) and slipping \( p(\text{slip}) \) in the answer process (see Equation 5.2), which define the complete probability distribution \( p(O^i|S^i_t) \). Since \( S^i_t \) is split into six possible states instead of being binary and the additional action decision node \( A^i \) influences the observable \( O^i \) as well, the resulting update function has to be adapted to consider these changes. To resolve this, a standard Bayesian update is applied for all \( s_k \in S^i_{t+1} \) to calculate the next skill beliefs with respect to \( p(O^i|S^i_{t}, o^i, a^i) \) and the transition probability \( p(s_k|S^i_{t}, o^i, a^i) \).

\[
p(s_k) := p(s_k|o^i, a^i) = \sum_{s_j \in S^i_j} [p(s_j|o^i, a^i) \cdot p(s_k|s_j, o^i, a^i)] \tag{5.5}
\]

\[
= \sum_{s_j \in S^i_j} \frac{p(o^i|s_j, a^i) \cdot p(a^i|s_j) \cdot p(s_j)}{p(o^i, a^i)} \cdot p(s_k|s_j, o^i, a^i) \tag{5.6}
\]

Based on this, the model can now be used to decide which skill would be best to address next and which action to choose to address this particular skill.

### 5.2.1 Predictive Decision-Making

The developed algorithm for skill selection is comparable to the vocabulary learning technique called spaced repetition, which is implemented, for instance, in the Leitner system (Leitner, 1972, p. 64ff.). It enables the system to choose the next skill to address that maximizes the beliefs of all skills while balancing the single skill beliefs among each other. To achieve this, skills with lower beliefs are prioritized and repeated more frequently while well known skills are addressed with a lower frequency (spaced repetition). This behavior can be modeled easily by calculating the Kullback-Leibner divergence (KLD) between the current and the desired skill belief \( p(S_{\text{opt}}) \). Since the application of the KLD requires at least some probability mass in each bin, \( p(S_{\text{opt}}) \) is defined by containing \( \approx 99.999\% \) of the probability mass in the last bin, meaning, being \( \approx 99.999\% \) sure that the learner has mastered a skill to 100%.

\[
\text{next\_skill} = \arg\min_{S^i_j \in \mathbb{S}} \left[ \alpha(S^i_j) \cdot \text{KLD}(p(S^i_j), p(S_{\text{opt}})) \right] \tag{5.8}
\]

\( \mathbb{S} \) represents the set of all addressable skills \( S^i_j \) that can be taught. As mentioned above, in the scope of language learning this set includes a huge number of skills/words and, thus, should be split into smaller chunks, so that the skill selection algorithm has to evaluate just a small part of the possible skill space and remains tractable. To regulate the skill occurrence frequency and to achieve the proposed spaced repetition effect of maximizing, as well as balancing all skills, the factor \( \alpha(S^i_j) \) is added. It ranges from 0.0 to 1.0 and is decreased by 0.3 each time a specific skill \( S^i_j \) is addressed and is increased again by...
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Figure 5.3: Gaussian distributions with respect to each task difficulty used for $\beta(S_t^i, a_t)$.

0.15 if another skill is being practiced. This prevents the system from focusing on just one specific skill by addressing it continuously until a sufficient number of correct answers is provided, the skill belief is high enough and in balance with the remaining skills again. However, this results in a slightly different behavior as in the traditional spaced repetition system.

In the spaced repetition system all words are practiced at least once until the “spaced” repetition phase starts, in which words with a higher error frequency are repeated more often than well known words. The current implementation of the A-BKT model, in contrast, starts to practice some few skills first. But if the provided answers contain a lot of mistakes, the algorithm focuses on this smaller set of weak skills before it introduces new skills. This ensures that the learner has already a good basis of the first skills instead of getting overwhelmed by too much content.

After a skill is selected the system has to decide with which tutoring action it should be addressed. As mentioned before, the task difficulties are considered as tutoring actions, which represent abstract tasks that are mapped onto concrete exercises or pedagogical acts in the SARTS architecture later on. Similar to the skill selection, the action selection is modeled as a minimization problem. That is, the system chooses the next action that minimizes the difference between the predicted and the desired skill belief distribution to increase the learner’s knowledge gain for the selected skill.

$$\text{next\_action} = \arg\min_{a_t \in A^t} \left[ \beta(S_t^i, a_t) \cdot \text{KLD}(p(S_{i+1}^t|a_t), p(S_{opt})) \right]$$  (5.9)

where

$$p(S_{i+1}^t|a_t) := \sum_{o_m \in O^t} \sum_{s_j \in S_t^i} [p(s_j|o_m, a_t) \cdot p(s_k|s_j, o_m, a_t)] \cdot \forall s_k \in S_{i+1}^t$$  (5.10)

$$= \sum_{o_m \in O^t} \sum_{s_j \in S_t^i} \left[ \frac{p(o_m|s_j, a_t) \cdot p(a_t|s_j) \cdot p(s_j)}{p(o_m, a_t)} \cdot p(s_k|s_j, o_m, a_t) \right] \cdot \forall s_k \in S_{i+1}^t$$  (5.11)

Here, $p(S_{i+1}^t|a_t)$ is used to predict the effect of applying the current action $a_t$ to skill $S_t$ by incorporating the KLD to compare the skill belief with the desired skill belief $p(S_{opt})$. This procedure also substitutes the process of calculating and maximizing the expected utility for now and, hence, avoids the definition of appropriate utility values for each state. As a further simplification and as a control mechanism to
refine the process of selecting the “best” action for each state, the factor $\beta(S_t, a_l)$ is introduced. It is based on a series of overlapping Gaussian curves distributed over the full belief space of a skill $S_t$, while each curve defines the field of application for a specific action $a_l$ (task difficulty, see Figure 5.3). Consequently, $\beta(S_t, a_l)$ modifies the KLD so that it is higher if an action is selected, which is assumed to be inappropriate for the current skill belief (e.g., high task difficulty for low skill mastery). However, if an action is assumed to perfectly fit the current skill belief about the learner’s skill mastery, $\beta(S_t, a_l)$ does not affect the KLD.

Overall, the presented definition of the A-BKT approach results in a model that selects an easy task if the skill mastery is believed to be low, a hard task if it is high, and medium in-between. This is the another difference to simple spaced repetition systems, since the difficulty of tasks does not change within those systems. However, the goal of the developed adaptation strategy is to create a feeling of flow, which can lead to better learning results (Craig et al., 2004; Hamari et al., 2016). Consequently, it strives not to overburden the learner with too difficult tasks or to bore them with too easy tasks, both of which may lead to frustration and, with that, hamper learning (Engeser and Rheinberg, 2008; Habgood and Ainsworth, 2011).

5.3 Study 1: Evaluation with Adults

To study the efficiency of the proposed A-BKT model on vocabulary learning of a foreign language, an evaluation study is set up. As a simplification, this first evaluation is conducted with adult learners. Further, it is based on the “I spy with my little eye ...” game implemented in the SARTS described in Chapter 4, which is inspired by the previously identified characteristics of a typical tutoring interaction in German kindergartens. The major objective of this study is to evaluate the effects of the A-BKT model on learners’ word learning performance (cognitive learning). Further, it is hypothesized that:

**H1:** Participants who learn with and from the adaptive system using the A-BKT model will perform better during training than those who learn without a personalized tutoring strategy.

**H2:** Participants who learn with and from the adaptive system using the A-BKT model will perform better in the post-test than those who learn without a personalized tutoring strategy.

5.3.1 Study Design

The study uses a between-subjects design with two conditions, adaptive and random, where the type of training varied between them. In the control condition all skills are taught with a medium task difficulty in a randomized order for 30 rounds (each word three times), whereas in the adaptive condition skills and actions are chosen by the A-BKT model as explained in Section 5.2.1. However, if the learner makes too many mistakes, the A-BKT model focuses on a small set of weakest words first, until teaching the remaining skills. In order to avoid ignoring some words, until the 30 rounds are reached, the SARTS is forced to teach each skill at least once.

As described above, within the scope of language learning the skills relate to the foreign language vocabulary (target words) and an action refers to a specific task difficulty used in the game to address a
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In the “I spy with my little eye ...” game, the task difficulty is manipulated by using one to three distractors that are shown together with the target object on the screen. For instance, an easy task only includes one distractor object, whereas a hard task has three distractors (see Figure 5.4b for an example of a hard task). The distractors are chosen with respect to the skill beliefs the system has of the learner so that the set of objects mainly consist of items for which the Vimmi word is still/mostly unknown. This is intended to maintain the task difficulties as long as possible and to prevent the learner from guessing correctly supported by the process of elimination. This is especially important, since a better learning performance is expected when the learner has to expend the right amount of cognitive effort, i.e., not too hard nor too easy tasks, because this can support a feeling of flow (cf. Basawapatna et al., 2013; Craig et al., 2004). However, at a certain point the learner will know too many words or skills, respectively, so that finding a distractor set that cannot be thinned out by exclusion becomes impossible.

Since this study is conducted with adults, who already have appropriate reading skills, the GUI is extended with three additional buttons to allow for a fully autonomous interaction as of the start. This enables the user to provide further input in terms of “yes” and “no” answers, as well as to repeat the robot’s latest sentence (see Figure 5.4). Alternatively, a sophisticated ASR system could have been used, however, the reliability of buttons is still higher, also for adult participants.

The training materials comprises German–Vimmi word pairs to describe geometrical forms on the tablet screen (see Figure 5.4). Vimmi is an artificial language specifically developed for experimental purposes and its vocabulary is created with respect to Italian phonotactic rules (cf. Macedonia et al., 2010). The goal of Vimmi is to avoid associations with other known words or languages, which could influence the study’s results. Especially when working with adult participants there is a huge chance that they have multilingual skills, which can cover a broad variety of languages. Consequently, in the scope of this study ten Vimmi words are used that include four color terms, four shape-encoding terms and two terms describing the size (see Table 5.1).

To assess the participants’ performance two different measures are used. First, the learners’ response behavior during the interaction is tracked to examine their progress of learning. Second, a post-test on the taught vocabulary in the form of two translation tests, German-to-Vimmi and Vimmi-to-German, is conducted to assess the participants’ knowledge state subsequent to the tutoring interaction.
Table 5.1: The ten vocabulary words to be learned with its translation in German and English (reprinted with permission from Schodde et al. (2017a)).

<table>
<thead>
<tr>
<th>N</th>
<th>German</th>
<th>Vimmi</th>
<th>English translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>blau</td>
<td>bati</td>
<td>blue</td>
</tr>
<tr>
<td>2</td>
<td>grün</td>
<td>uteli</td>
<td>green</td>
</tr>
<tr>
<td>3</td>
<td>gelb</td>
<td>dirube</td>
<td>yellow</td>
</tr>
<tr>
<td>4</td>
<td>rot</td>
<td>fesuti</td>
<td>red</td>
</tr>
<tr>
<td>5</td>
<td>rund</td>
<td>beropuga</td>
<td>round</td>
</tr>
<tr>
<td>6</td>
<td>dreieckig</td>
<td>pewo</td>
<td>triangular</td>
</tr>
<tr>
<td>7</td>
<td>quadratisch</td>
<td>tanedila</td>
<td>square</td>
</tr>
<tr>
<td>8</td>
<td>rechteckig</td>
<td>paltra</td>
<td>rectangular</td>
</tr>
<tr>
<td>9</td>
<td>klein</td>
<td>kiale</td>
<td>small</td>
</tr>
<tr>
<td>10</td>
<td>groß</td>
<td>ilado</td>
<td>big</td>
</tr>
</tbody>
</table>

The whole tutoring interaction, as well as the vocabulary post-test afterwards, is recorded with an external camera and the system’s decisions in each round (random and adaptive), as well as the corresponding probability distributions for all skills (adaptive only) are logged to a text file for later analysis.

5.3.2 Participants

A total of 40 participants, 20 per condition, with an average age of 24.13 years (SD = 3.82 years) took part in this study including 16 males and 24 females. All participants were fluent speakers of the German language and had normal or corrected sight. Further, they had no prior knowledge in the chosen target language and were either paid or received ECTS credits for their participation.

5.3.3 Procedure

Upon entering the lab the participant is randomly assigned to one of the two experimental conditions, either receiving the stimulus in an A-BKT adapted order (adaptive condition) or in a random order (control condition). She is informed that she takes part in an experiment on foreign language learning and is asked to sign an informed consent form. Further, she fills out a questionnaire that covers personal information such as age, nationality and a personal estimation of her general abilities to learn languages and to memorize vocabulary of a foreign language.

Following, a list of the ten Vimmi words is presented to the participant for exactly 30 seconds. This should allow for her to build up a first rough concept (fast mapping, see Section 2.2) and to practice the items right from the beginning of the actual game, instead of guessing the meaning of completely unknown words. Afterwards, the learning interaction with the SARTS begins. As mentioned above, it is based on the previously identified structure appropriate for children (see Section 4.1.3.1). After introducing itself, the robot explains the “I spy with my little eye ...” game and starts a test run with the participant. Once this test run is finished and the participant agreed that she has understood the game, the main learning interaction begins. It consists of a total of 30 trials, whereas each trial addresses just one vocabulary item. That is, the SAR describes one of the objects displayed on the tablet screen
Table 5.2: Means (M) and standard deviations (SD) of correct answers for the initial quarter of the training interaction (first seven items – F7) and the final quarter (last seven items – L7) in each condition, as well as the inter-model (A, C) and intra-model (F7, L7) means and standard deviations (reprinted with permission from Schodde et al. (2017a)).

<table>
<thead>
<tr>
<th></th>
<th>Adaptive (A)</th>
<th>Control (C)</th>
<th>A, C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M  SD</td>
<td>M  SD</td>
<td>M  SD</td>
</tr>
<tr>
<td>F7</td>
<td>3.75 1.37</td>
<td>4.00 1.17</td>
<td>3.88 1.27</td>
</tr>
<tr>
<td>L7</td>
<td>6.90 0.31</td>
<td>5.15 1.69</td>
<td>6.03 1.49</td>
</tr>
<tr>
<td>F7, L7</td>
<td>5.33 0.69</td>
<td>4.58 1.12</td>
<td></td>
</tr>
</tbody>
</table>

5.3. Study 1: Evaluation with Adults

with the major part of the description being in German, except for the target word to be learned. An exemplary task can look as follows: “Ich sehe was, was du nicht siehst und das ist bati” (“I spy with my little eye, something that is bati”). After 30 trials the game is finished and the Nao robot thanks the participant and says goodbye.

Subsequent to the interaction with the SARTS, the participant’s learning performance is assessed with a post-test, which is conducted in an interview with the experimenter. The participant has to translate the ten vocabulary items from German to Vimmi and, likewise, from Vimmi to German in a randomized order. Finally, the experimenter thanks the participant and guides her out of the room.

5.3.4 Results

The following section summarizes the evaluation results of the A-BKT model with adult learners with respect to their performance during the training stage of the game (H1) and their performance in the post-test afterwards (H2).

5.3.4.1 Learning Progress During Training

In order to assess learners’ progress during training the number of correct answers provided in the initial quarter of the tutoring game (first seven items) is compared to the corresponding number in the final quarter (last seven items). When an item occurred repeatedly within the initial quarter the first occurrence is taken into account. Similarly, when an item occurred repeatedly within the final quarter just the last occurrence is considered. In both cases, the quarter is expanded so that exactly seven distinct items are included.

A two-way ANOVA with training phase (initial, final) as a within-subjects factor and training type (adaptive, control) as between-subjects factor was conducted. The results are summarized in Table 5.2 and Figure 5.5. Not surprisingly, there is a main effect of training phase at a significant level ($F(1, 38) = 66.85, p < .001, \eta^2 = .64$), showing that learners’ performance was significantly better in the final phase as compared to the initial phase. Participants achieved an average of 3.88 ($SD = 1.27$) correct answers in the first quarter of training, as opposed to an average of 6.03 ($SD = 1.49$) items correctly selected in the final quarter. More interestingly, there is also a main effect of training type ($F(1, 38) = 6.52, p = .02, \eta^2 = .15$), which indicates that participants who learned in the adaptive condition had a
Figure 5.5: Mean numbers of correct answers at the beginning (first 7) and end (last 7) of the interaction in the different conditions (taken and redesigned with permission from Schodde et al. (2017a)).

significant higher average score of correct answers ($M = 5.33$, $SD = .69$) as compared to learners in the control condition with an average of $M = 4.58$ ($SD = 1.12$) correct answers. Finally, the interaction between training phase and training type is also significant ($F(1, 38) = 14.46, p = .001, \eta^2 = .28$) indicating that the benefit of A-BKT-based training develops over time (see Figure 5.5). While participants’ response behavior in the first quarter of training was similar across conditions, a benefit of training with the A-BKT model becomes evident in the final quarter. Participants in the A-BKT model condition achieved an average of $M = 6.90$ ($SD = .31$) correct answers for the last seven distinct skills, whereas participants in the control condition achieved only an average of $M = 5.15$ ($SD = 1.69$) correct answers. In summary, the found results fully support hypothesis H1 that participants will perform better during training when they learn with the adaptive system based on the A-BKT model.

5.3.4.2 Post-Test

Afterwards, the participants’ vocabulary learning performance, assessed subsequent to the learning interaction, is analyzed, which was measured with two different translations tests. Paired-sample t-tests were conducted to compare the number of correctly recalled words after the training with the A-BKT model, to that resulting from the randomized teaching strategy in the control condition. For the German-to-Vimmi translation no significant effect could be observed. The participants who learned with the A-BKT model, correctly recalled an average of 3.95 ($SD = 2.56$) words out of ten, while participants in the control condition correctly recalled an average of 3.35 ($SD = 1.98$) words. Likewise, no significant effect for the Vimmi-to-German translation task could be found. Participants’ performance after learning with the adaptive model amounted to an average of 7.05 ($SD = 2.56$) correct items compared to participants’ performance in the control condition with an average of 6.85 ($SD = 2.48$) correct answers.

Even though, no main effect of training type emerged in the post-test, some details might be worth mentioning. As depicted in Figure 5.6 in the German-to-Vimmi post-test a maximum of ten correct answers was achieved by some participants in the A-BKT model condition, whereas the maximum in
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The major goal of the presented study was to evaluate the proposed A-BKT model within a language learning interaction. Therefore, 40 participants were invited to play a language learning game together with the robot Nao, supported by the underlying SARTS. They were either playing in an adaptive condition, in which the A-BKT model was used to select the next skill and the corresponding task difficulty, or in a randomized control condition.

The results show that participants’ within the adaptive condition perform better during the training stage of the game, as compared to the control group. Analyzing their response behavior shows not only that participants were able to learn Vimmi words throughout the interaction but also, and more importantly, that they learned more successfully with the adaptive model in comparison to randomized tutoring. This is due to the A-BKT model’s ability to prioritize unknown or hard to remember skills, which results in repeated trials for these particular words until the system’s belief state becomes similar to those of known words. This strategy outperformed the tutoring of the same material but with equal number of repetitions (three per word) and in randomized order.

In the post-test, however, no significant difference between experimental conditions were found, although a trend towards better performance in the adaptive model condition compared to the control condition could be observed. Different explanations may account for this inconsistent finding. First,
the way responses were requested from the learner was not identical in the training sessions and the post-test. During training, pictures reflecting the meaning of the target words were shown, whereas in the post-test the participants merely received a linguistic cue from the experimenter in the form of a word they had to translate. Consequently, the training with the SARTS might have led to stronger associations between linguistic and figurative materials, in particular for words that were difficult to remember since they were repeatedly presented in the adaptive condition. This might have triggered a stronger decline of correct answers for participants who trained with the adaptive model as opposed to those in the control condition. Second, the post-test results measured immediately after the training session could be governed by the strong inter-individual differences among learners, e.g., in the time they need to internalize the knowledge. Consulting the literature revealed other studies that try to cope with this problem by introducing a second and delayed post-test, further called as retention-test, which can be conducted a few days or even weeks later (e.g., Khoshsima et al., 2015; Singer and Gerrits, 2015). In fact, their results demonstrate that significant differences can still appear after a longer period of time. Consequently, introducing a retention-test might reveal results that match learners’ performance during the training.

In summary, the A-BKT model revealed promising results for its application in a SARTS within a language learning interaction. Although the post-test results were not entirely conclusive, the A-BKT model demonstrated its ability to support the participants by increasing their learning performance during training and, thus, can be evaluated with children in the next step. However, the study design requires some small but important changes beforehand. First, the post-test style has to be adapted to be similar to the training session and, second, a retention-test needs to be introduced. Finally, the tutoring game, as well as the robot’s dialog, have to be adjusted to be suitable and understandable for young kindergarten children.

5.4 Study 2: Evaluation with Children

The initial evaluation of the A-BKT model with adults already revealed promising results and, thus, a second study is conducted to evaluate whether the found effects and benefits can also be attained with young children. To maintain the comparability regarding already found effects as far as possible, the same study setup is used (see Section 5.3.1), which, however, required some small adjustments to be more suitable for young children (see Section 5.4.1). In addition to changing the target group, the assumed weaknesses of the previously applied post-test are resolved to examine whether the post-test results will now reflect the previously found benefits of the A-BKT model. Moreover, the study is conducted in cooperation with partners from the La2TOR project and, therefore, further study conditions are introduced for studying whether the application of iconic gestures can support children’s learning performance, in particular when combined with an adaptive system. In summary, this study aims for investigating the following hypotheses:

**H1:** Children’s performance during training is better when target words are accompanied by iconic gestures, than in the case of not using gestures.
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Table 5.3: The six English target words to be learned in the evaluation study with its corresponding translation in Dutch (reprinted with permission from de Wit et al. (2018)).

<table>
<thead>
<tr>
<th></th>
<th>Dutch</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>kip</td>
<td>chicken</td>
</tr>
<tr>
<td>2</td>
<td>vogel</td>
<td>bird</td>
</tr>
<tr>
<td>3</td>
<td>lieveheersbeestje</td>
<td>ladybug</td>
</tr>
<tr>
<td>4</td>
<td>paard</td>
<td>horse</td>
</tr>
<tr>
<td>5</td>
<td>aap</td>
<td>monkey</td>
</tr>
<tr>
<td>6</td>
<td>nijlpaarden</td>
<td>hippo</td>
</tr>
</tbody>
</table>

Figure 5.7: Conceptional image of the user interface during the tutoring interaction, showing the image corresponding to the current target word and two distractors (reprinted with permission from de Wit et al. (2018)).

H2: Children show a greater learning gain in the post-tests when target words are accompanied by iconic gestures during training, than in the case of not using gestures.

H3: Children who learn with the adaptive system using the A-BKT model perform better during training as compared to those who learn the target words in randomized order.

H4: Children who learn with the adaptive system using the A-BKT model perform better in the post tests as compared to those who learn the target words in randomized order.

In this section mainly the results with respect to the effects of the adaptive system are discussed, however, all results are reported.

5.4.1 Study Design

To investigate the hypotheses a two (adaptive versus random) by two (gestures versus no gestures) between-subjects design is chosen. While the general basis of the tutoring game remains the same as in the previous study (see Section 5.3.1), it is slightly modified and designed to be more child friendly. First of all, the previously used target words are exchanged with the names of commonly known animals (see Table 5.3) for which matching images are designed to be presented on the tablet screen (see Figure 5.7). Although existing literature defines the optimal number of target words for young children in a short tutoring interaction (e.g., 8-12 words within 60 minutes; Gairns et al., 1986, p. 66) and highlights the importance of repetitions to improve their learning gains (Leung, 1992; Marilyn, 1994; Sénéchal, 1997), there is literally no literature that defines the number of repetitions needed for young children to internalize a word. To ensure a sufficient number of repetitions, while trying not to overstrain the children with an interaction that lasts too long (cf. David Cornish et al., 2009, p. 72f.) or too much learning content (cf. Christ and Wang, 2012), the number of target words is reduced from ten (in the study with adults) to six. Additionally, the target language is switched to English, since a broad repertoire in foreign languages was not expected in kindergarten children. This allows for equipping the children with foreign language skills they can benefit from in their lives later on. However, some children still might...
have picked up single words in there every day life, e.g., through television shows. To assess this possible prior knowledge a pre-test is introduced, which allows to calculate and analyze the children’s relative learning gain by comparing pre- and post-test results. Moreover, a retention-test is introduced to also investigate whether the children need more time to internalize the learned content (see Section 5.3.5). While the pre- and post-tests are adjusted to use the same style of requesting responses as during the tutoring interaction, they are also designed to be clearly distinct with respect to the physical context (laptop versus tablet), the applied voice for spoken content and some characteristics of the used images. Theses changes should ensure to attain more reliable test results from the participants.

In the gesture condition every target word pronounced in English, except during the feedback, is accompanied by a matching iconic gesture (see Figure 5.8 for an example). It is synchronized with the spoken target word so that it is in line with the gesture’s stroke. To verify the understandability of these gestures, a perception study was conducted beforehand (de Wit et al., 2017). In this study video recordings of all six gestures performed by the robot were shown to 14 participants, who were asked to indicate which of the six possible target words matches each recording best. The results demonstrated that each developed gesture was sufficiently unique to distinguish between all six target words.

Again, the whole tutoring interaction, as well as the pre-, post- and retention-test, are recorded with an external camera. Further, the system’s decision in each round (random and adaptive) and the corresponding probability distributions for all skills (adaptive only) are logged to a text file for later analysis.

5.4.2 Participants

A total of 99 children, recruited from primary schools in the Netherlands, participated in the study. Although all children were allowed to participate, $n = 1$ child had to be excluded because of a missing retention-test result, while $n = 37$ children were excluded, because they are not native Dutch speakers. The final group comprises $n = 61$ children consisting of 29 boys and 32 girls. Their average age was 5.17 years ($SD = 7$ months) and they all had normal or corrected sight.
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5.4.3 Procedure

A few weeks before the study, children’s parents have received information about the goal, setting and course of the study in the primary schools. They are informed that each child needs a completed informed consent form to be allowed to participate in the study and are encouraged to contact the experimenters in case of any ambiguities or uncertainties.

A few days before the study the children are introduced to the robot during a group introduction. As mentioned in Section 4.3, this is intended to lower children’s anxiety in the subsequent one-to-one interaction with the robot and is inspired by the work of Vogt et al. (2017) and Fridin (2014a). During the introduction a small background story is told and the differences and similarities between the robot and humans are highlighted. Afterwards, the children (and sometimes teachers) have the chance to shake the robot’s hand and to perform dances together with the robot before putting it to bed.

On the study day, each child is randomly assigned to one of the following four study conditions:

1. with random tutoring strategy and no gestures (n = 16)
2. with random tutoring strategy and gestures (n = 14)
3. with adaptive tutoring strategy and no gestures (n = 15)
4. with adaptive tutoring strategy and gestures (n = 16)

After the child entered the room, first, the pre-test is conducted to assess her prior knowledge of the six animals names in Dutch and English. During the test she sees images of all six animals on a laptop screen in randomized order, while a recording of a (bilingual) native speaker pronouncing one of the six animal names is successively presented for each word. After the recording has finished, the child is asked to select the corresponding image on the screen (see Figure 5.9). Subsequent to the pre-test, all six animal names are presented with the respective image once in English. During this process each animal is shown in the middle of a laptop screen, while a recording pronounced by a (bilingual) native speaker was played, e.g., “Look, this is a chicken. Do you see the chicken? Click on the chicken!”, with the whole sentence being verbalized in Dutch except for the target word, which is presented in English. This procedure should ensure that each child has the chance to establish a first rough concept.
with the correct word mapping (fast mapping) and is further intended to correct early misconceptions established during the pre-test. Moreover, this procedure should prevent the child from randomly guessing the answers in the first rounds of the actual tutoring game.

Afterwards, the tutoring interaction starts in which the robot and the child play 30 rounds of the “I spy with my little eye ...” game. After the robot explained the game, a test run is started to check the children’s understanding. Additionally, the child is asked to press either a green (agreement) or a red smiley (disagreement) as a further validation of whether she understood the game-rules. By pressing the red smiley the interaction is paused and the experimenter steps in to further explain the game procedure. Instead, if the child confirms her understanding the game interaction starts.

Each trial of the tutoring game addresses just one vocabulary item. That is, the robot asks for one of the animals displayed on the tablet screen by saying “I spy with my little eye something that is a [target word]”, with the question again being in Dutch, except for the target word, which is presented in English. In both adaptive conditions the number of distractors and the order of skills are again chosen by the A-BKT model. Further, it is again ensured that each skill is taught at least once. In both random conditions, instead, each skill is taught an equal number of times (each word 5 times) in randomized order, whereas the game difficulty is fixed to medium with just two distractors. After 30 trials, the game is finished, and the Nao robot thanks the participant and says goodbye. Afterwards, the child is asked to fill out a post-test, which is identical to the pre-test. Additionally, this test is repeated at least one week after the experiment to measure the long-term retention of the learned words, too.

5.4.4 Analysis

To analyze the results of both post-tests, also children’s prior knowledge is considered. To this end, children’s relative learning is calculated as the difference between the pre- and post-tests. Hence, the immediate learning gain describes the difference between the number of correct answers in the pre- and post-test, whereas the long-term learning gain is defined as the difference between pre- and retention-test. In addition, the knowledge decay is calculated as the difference between post- and retention-test. Since each target word is asked only once in English, the test scores are always between 0 and 6.

Also, for comparing children’s performance during the interaction the recorded data were preprocessed. Since the presented study incorporated less than 7 target words, which would have been necessary for the previously used first and last quarter analysis (see Section 5.3.4.1), a new method had to be developed. One option could have been to reduce the number of rounds included in the analysis, but this would have resulted in analyzing an even smaller portion of the interaction. To be more flexible and independent of the number of target words a normalized performance score was developed. This method can be used to analyze learners’ performance for the whole interaction while being able to take the changing task difficulties into account. Since the varying difficulty results in more or less distractors shown on the tablet, the chance of guessing the right answer is also varying. The here developed normalized performance score maps binary task success (1: correct answer; 0: incorrect answer) onto the span between 0.0 and 1.0. For the most difficult task with five distractors (only in pre- and post-tests) a correct answer receives a score of 1.0, whereas for each missing distractor a value of 0.2 is subtracted.
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This, for example, results in a score of 0.6 for a correct answer in a hard task with three distractors. Note that this is the highest difficulty the children are confronted with during the game, which results in a maximal achievable score of 0.6 on average during training. If a task is answered wrongly, instead, a score of 0.0 is given. Finally, the total training success is accumulated and divided by the total amount of rounds played (30) resulting in a normalized performance score for the whole interaction.

5.4.5 Results

The tutoring interaction lasted 18:38 minutes ($SD = 3:03$ minutes) on average. When including the introduction, pre- and post-test, the total session length rises to roughly 30 minutes. To verify that children were generally able to learn new words regardless of the assigned condition the immediate learning gain was analyzed by means of a paired-sample t-test, which shows a significant difference between pre- ($M = 1.75, SD = 1.14$) and post-test ($M = 2.85, SD = 1.61; t(60) = 5.23, p < .001$). Running the same analysis for the long-term learning gain between the pre- and retention-test ($M = 3.02, SD = 1.40$) also reveals a significant difference ($t(60) = 6.81, p < .001$). Correspondingly, the children were able to learn a significant number of words during the interaction and memorize them at least for a few weeks. The analysis of children’s knowledge decay, instead, revealed no significant differences indicating that the time between both tests did not result in forgetting or a stronger internalization.

To investigate whether the different study conditions had an effect on the training of skills a two-way ANOVA was carried out. It utilizes the tutoring strategies (adaptive versus random) and gesture use (gestures versus no gestures) as between-subjects and performance during the training as within-subjects factor (see Figure 5.10). As described above, the used performance scores are weighted by the number of distractors and normalized by the number of rounds played. The results show a main effect of gesture use ($F(1, 57) = 18.23, p < .001, \eta^2 = .22$), showing that training with gestures led to a significant higher performance score ($M = .38, SD = .09$) as compared to a learning interaction without gestural support ($M = .29, SD = .08$). Although children in the adaptive condition
also achieved a higher performance score ($M = .36, SD = .12$) as compared to those in the control (random) condition ($M = .32, SD = .06$), this effect of the tutoring strategy is not significant.

Consequently, the adaptive system alone was not able to improve the learning for young children, but when additional gestural support was provided, children in the adaptive condition turned out to perform even better ($M = .42, SD = .09$) than in the gestures only condition ($M = .34, SD = .06$). In fact, combining both yielded the best training performance ($F(1, 57) = 4.72, p = .03, \eta^2 = .06$). These results provide a first partial support for hypotheses H1 and H3 that children achieve greater learning gains when supported by iconic gestures and the adaptive A-BKT system during the training.

Subsequently, a second two-way ANOVA was used to analyze the previously calculated immediate learning gain between pre- and post-test (within-subjects factor) with respect to the use of gestures or tutoring strategy (between-subjects factor). Surprisingly, the results show no significant effects anymore (see Figure 5.11). Although the children in the iconic and adaptive conditions performed significantly better during training, this effect is not observable in their immediate learning gain. Furthermore, running the same ANOVA with the long-term learning gain as within-subjects factor also reveals no significant effect of tutoring strategy and, thus, hypothesis H4 is not supported. In contrast, for the use of gestures a significant effect was found ($F(1, 57) = 6.11, p = .02, \eta^2 = .097$), indicating a greater long-term learning gain between pre- and retention-test when gestures were present ($M = 1.70, SD = 1.56$) than without gestures ($M = .81, SD = 1.25$). However, this result provides just a partial support for hypothesis H2. Further, no interaction effect was found.

5.4.6 Discussion

In general, the evaluation results demonstrated that young children are able to learn new English words by spending just a single tutoring interaction of about twenty minutes with the developed SARTS. Additionally, they are able to retain this newly acquired knowledge for a prolonged period of time.
As expected, some children have been exposed to some of the target words beforehand, e.g., on television. This is reflected in the analysis of the pre-test, which indeed indicate a realistic amount of prior knowledge on average above chance. Nevertheless, post- and retention-test results are still higher and show the expected knowledge gain after engaging in the learning activities. Furthermore, it is noticeable that the post-test results are worse compared to the performance of the children at the end of the training stage. That is, instead of learning the concept of each word, the children might have just learned a simple link between a word being pronounced by the robot, a specific image and, in some cases, the iconic gestures produced by the robot. Although these results were not intended, they indicate that the changed test design with slightly different animal pictures allows for evaluating if the underlying concept of a word was learned. However, the tests still offer potential points of improvement. Although the children were explicitly instructed to select the image corresponding to the given English target word, sometimes they seemed to choose the animal with the most similar sounding Dutch name instead, e.g., “bird” was often confused with the Dutch word “paard”. This might be resolved by integrating the target words into a meaningful context, e.g., by providing a semantic frame, instead of presenting them isolated (cf. Blasco, 2014).

Consequently, the results regarding the effects of the A-BKT model on young children’s language learning are still inconclusive. One explanation for this might be the way in which the adaptive system teaches new words within the limited number of rounds, i.e., it focuses on the qualitative acquisition of words by providing extended support for those words that the child finds most difficult. However, the learning gain was measured as a quantification of newly learned words. Thus, learning with the adaptive system might not have resulted in a higher number of learned words, but in a deeper internalization of those taught words, which, however, was not measured in the tests. This might be resolvable by removing the upper round limit and ending the interaction at the point when the learning is assumed to be “optimal”, i.e., the point at which the adaptive system believes the child has achieved the highest potential learning gain.

In addition, human teachers tend to personalize their learning content by drawing upon a memory that spans a longer period of time. In the current state of the experiment this is not feasible, since the memory of the adaptive system is just built up and applied over the course of one single session. But, having multiple sessions with each child and using the results of one session as prior knowledge for the next one could allow for the adaptive system to apply parts of teachers’ personalization behavior and to unfold its full potential.

Another explanation might be that the decisions taken by the adaptive system, and, with that, the performed actions, were too subtle and, thus, remained unrecognized by the child, since only the order of words, their occurrence frequency and task difficulty was tailored to children’s needs. Addressing also the perceived learning or allowing for more complex actions, for example, by introducing completely different tutoring strategies or making the difficulty levels more distinguishable, might enable the SARTS to fit the tutoring interaction better to a particular child.

Furthermore, it is possible that the A-BKT model has pushed the children into their ZPD, but could not provide sufficient scaffolding for them to succeed within this zone. This might have caused
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them to struggle during the learning process and prevent a deeper internalization of the vocabulary. This assumption is also supported by the study results, since children who learned with the adaptive system while being supported by additional iconic gesture achieved the best learning results during training. This, in turn, indicates that iconic gestures can be used to provide additional scaffolding for the cognitive learning dimension.

Finally, the post-test results might have been affected by a low engagement, which was observed for many children towards the end. Although this drop would also affect the performance during training, the influences might have been to small, since the performance score was calculated over the whole interaction. However, it is still possible that children would perform even better when playing with the adaptive system if they are highly engaged throughout the whole interaction.

In conclusion, the study demonstrated that children are able to learn new words from a SARTS applying the A-BKT model, but the chosen study design was probably still not optimal. Although it boosted the performance during training, the post- and retention-test results remained nearly unaffected, which might be due to children’s low engagement at the end of the interaction. Thus, this is further investigated in the following.

5.5 Engagement Analysis

During study 2 a strong drop in the engagement for many children was observable, which seemed to be independent of the experimental condition. To verify and further analyze this subjective impression a perception online-study is conducted. Adult participants were asked to rate muted video clips showing tutoring interactions of study 2. The goal was to examine whether incorporating an adaptive tutoring strategy or iconic gestures can positively influence the change in engagement with respect to the following three hypothesis:

**H1:** Children’s engagement will drop less when the robot uses iconic gestures compared to a robot not using the gestures.

**H2:** Children’s engagement will drop less when the adaptive system is used compared to the random selection of skills.

**H3:** Children’s engagement will drop least when the adaptive system and iconic gestures are jointly used by the robot.

5.5.1 Study Design

To compare the initial engagement level with the level at the end the participants had to watch video clips showing the fifth and twenty-fifth round of each child. These rounds are chosen, because they are close to the beginning and end of the tutoring interaction, but are not influenced by possible short bursts of engagement when children realize that the interaction with the robot is starting or ending. All clips are 5 seconds long and start when the robot asks the child to provide an answer to the given task. Within the scope of this perception study a previously excluded child with missing retention-test
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results is included, whereas another child is removed because of missing video data. This results in a dataset of 122 clips from 61 children, with 14 to 16 children in each condition. All participants have to watch the full set of clips in randomized order and rate the engagement level for each child on a 7-point scale, beginning from 1 (completely dis-engaged) to 7 (completely engaged).

5.5.2 Participants

A total of 21 participants took part in the perception study, from which three had to be excluded because of incomplete datasets. All remaining 18 participants were fluent speakers of the English language and had normal or corrected sight. Due to a break in the protocol, their gender was not and their age was only partially recorded. Analyzing the eleven datasets with existing age values revealed an average age of 26.14 years ($SD = 2.38$ years).

5.5.3 Procedure

To allow for the participant to practice the rating procedure two clips of children, who were excluded from the main test-set, are presented. One clip shows a situation in which a child was clearly engaged, whereas the other shows a clearly dis-engaged child. Subsequent to the practice round the participant receives a definition of engagement, i.e., responding rapidly to the questions, having an upright body posture, displaying joy after answering the question, and dis-engagement, i.e., responding slowly to the questions, supporting the head by leaning on the arms, showing less interest in the task, which are based on the cues visible in the video. After the participant has confirmed that she understood the task the actual rating procedure starts. After having assessed the engagement for all 122 clips, the study ends and the participant is thanked.

5.5.4 Results

To analyze the recorded ratings they have been averaged over all children of the same experimental condition. Since the participants rated videos of four conditions with two clips each, this results in a total of eight averaged ratings. The results are summarized in Figure 5.12. A paired-sample t-test shows that children are considered to be significantly more engaged in the fifth round ($M = 5.21$, $SD = .64$) compared to the twenty-fifth round ($M = 4.38$, $SD = .84$; $t(71) = −12.09, p < .001$).

To further examine the engagement course for the different study conditions, a two-way ANOVA was conducted based on gesture use (gestures versus no gestures) and tutoring strategy (adaptive versus random) as between-subjects factors and the relative drop (“round twenty-fifth minus round fifth”) as within-subjects factor. The results reveal a significant effect of the tutoring strategy, $F(1, 68) = 86.26, p < .001, \eta^2 = .559$, so that the observed drop in children’s engagement between the fifth and twenty-fifth round is smaller when playing with the adaptive tutoring strategy ($M = −.04$, $SD = .35$) as compared to a randomized word order ($M = −1.27$, $SD = .44$) and, thus, hypothesis H2 is fully supported. However, for the use of iconic gestures, as well as for the interaction effect between gestures and tutoring strategy, no significant differences are found, refuting hypotheses H1 and H3.
For a more detailed picture of the overall engagement in the different conditions throughout the entire training session the same analysis was repeated but with the average of the fifth and twenty-fifth rounds’ engagement level for each condition as within-subjects factor. The results reveal that the overall engagement level is significantly higher in the gesture condition ($M = 5.02, SD = .63$) as compared to the condition without gestures ($M = 4.57, SD = .68; F(1, 68) = 8.75, p = .004, \eta^2 = .114$). Additionally, the engagement is significantly higher when using an adaptive tutoring strategy ($M = 4.97, SD = .67$) as opposed to a random strategy ($M = 4.63, SD = .67; F(1, 68) = 5.10, p = .03, \eta^2 = .07$), while again no interaction effect between both was found.

### 5.5.5 Discussion

In summary, the results of the perception study confirm the observed drop in engagement in all study conditions and, thus, highlight the importance of considering this aspect in the development of a SARTS. In general, learners’ engagement is a crucial prerequisite for learning and can indicate a decreased motivation and willingness to learn (Blumenfeld et al., 2005). Incorporating additional information about the learner’s affective state as part of the engagement or even the engagement itself into the A-BKT model can improve its impact not only on the engagement but also on the cognitive learning. In particular, if children are not in the right mood to learn, or their attention fades away, the SARTS could intervene to recreate or maintain the right atmosphere for learning and, with that, increase children’s engagement level again (cf. Johansson, 2004). Although they might be able to succeed with lower engagement in a simple word learning interaction as presented in the previous studies, a high level of engagement might stimulate them to go beyond simple memorization and relate these new words to prior knowledge. Moreover, learners’ engagement can serve as a measure of how well the learning activities are adapted to their abilities. For example, constantly presenting tasks that are either too hard or too easy can have a harmful effect on the engagement. First insights regarding this effect are observable in the presented study. While iconic gestures contribute to a higher overall engagement, the adaptive tutoring strategy resulted in a reduced decline in engagement towards the interaction’s end. It appears that the adaptive system managed to tailor the learning activities to the needs of each child.
by providing a realistic, yet challenging task. Iconic gestures, instead, can be used as an additional scaffold for the learner to further support this process, since they achieved the best results during training when combined with the adaptive system (see Section 5.4.5). However, a constant use of gestures can lengthen the interaction and hamper children’s engagement, which might explain the missing support for hypothesis H3. Instead of using iconic gestures all the time, it might be beneficial to turn them on adaptively, e.g., for more difficulty words, to provide an additional support while not lengthening the interaction unnecessarily.

5.6 Summary

This chapter focused on the question of how a SARTS can optimally address kindergarten children’s cognitive learning (RQ1). This can, inter alia, be achieved by enabling the learner to work in the ZPD. However, this is not a trivial task and to achieve this, the SARTS needs modules to keep track of the learner’s knowledge state (RQ1.1, student model), as well as a planning approach that enables the SARTS to adapt and individualize the learning interaction accordingly (RQ1.2, pedagogical module).

A promising approach to model the learner’s knowledge is called BKT (Corbett and Anderson, 1994). To expand this approach with the ability to simulate and plan the next steps of the tutoring interaction, an additional action decision node was added resulting in a DBDN-like model called A-BKT. It allows, for instance, to focus on a smaller set of skills, with which the learner is struggling before overwhelming her with too much new content. As a first step, the included actions just describe abstract task difficulties, which are mapped on concrete exercises in the SARTS architecture at a later stage. Consequently, the A-BKT model combines the student model and the pedagogical module of an ITS and, additionally, is easily extendable to incorporate further aspects of the remaining learning dimensions later on.

The proposed model was evaluated in two user studies, first, with adults to check the rudimentary functionality without having to cope with additional difficulties arising from a cHRI, and later with kindergarten children. Although the results of both studies showed first benefits when applying the developed adaptive tutoring model, they are still inconclusive. While a positive effect of the A-BKT model was found during the training stage of the interaction, especially when paired with iconic gestures produced by the robot, this effect was nearly absent in the post-tests.

Different explanations might account for this finding. Apart from possible deficits in the study design the tasks might have been too easy or too difficult for the learners, so that they either did not work in the ZPD or could have needed further scaffolding. The latter might also explain why a strong interaction effect between adaptive system and iconic gestures was found during the training stage of the game. There, the iconic gestures might have worked as an additional scaffold for the learner to succeed in the provided learning tasks.

Thus, providing additional scaffolding in all dimensions of learning and the engagement might further support the effect of the adaptive model, which in turn could also result in more differentiated post-test results between the conditions. In fact, especially in study 2 a strong decline of engagement
towards the end was observed. Since the learning dimensions are strongly interconnected, providing an additional scaffold to maintain a constantly high level of engagement as well as addressing the affective learning could influence the cognitive learning and, consequently, also the learning outcomes (see Section 2.1.6). In addition to the possibility to directly address the engagement and affective learning, it can further be improved by the perceived learning. That is, if the learner attains a good self-perception this can further foster her learning motivation and, hence, her concentration and engagement.

In conclusion, the developed SARTS based on the A-BKT model already provided promising results during foreign language learning sessions, but requires further refinement and extensions to yield its full potential. One option could be to introduce further scaffolding actions or strategies, which are applicable by a SAR to support the learner in each learning dimension. Hence, the following chapter presents work on different scaffolding approaches for the affective and perceived learning dimensions, as well as the learner’s engagement.
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In the previous chapter an adaptive approach called A-BKT was developed that allows to address the learner’s cognitive learning by tailoring the tutoring content to their individual needs. The evaluations with young children demonstrated that the A-BKT model can support their learning gain and engagement, but they also provide hints that further scaffolding is required. Scaffolding is not limited to the learner’s cognitive learning and can also address the remaining learning dimensions, as well as engagement (RQ2). Consequently, this chapter investigates what are relevant behavioral cues to track the engagement of kindergarten children (RQ2.1) and which actions can be used by a SARTS to scaffold the engagement and affective learning during foreign language learning interactions (RQ2.2). Moreover, since scaffolding can also support learners’ perceived learning dimension, this chapter further examines which strategies could be applied to scaffold young children’s perceived learning during the learning interaction (RQ2.3).

To address these questions this chapter first describes how a SARTS can be enabled to track and manipulate learners’ engagement and affective learning, so that it can provide appropriate scaffolding for them (Section 6.1 & 6.2). Second, a scaffolding technique to support also children’s perceived learning is derived and implemented. Subsequently, the findings are integrated into the SARTS and evaluated with children in German kindergartens (Section 6.3).

6.1 Engagement and the Dimension of Affective Learning

As already mentioned, the learner’s engagement plays a crucial role in learning interactions. Together with affective learning both strongly influence the cognitive learning. Motivational prior beliefs, as well as affective states, such as boredom, flow and confusion have been shown to either positively or neg-
atively influence learning outcomes (Bandura, 1991; Craig et al., 2004, see Section 2.1). Consequently, providing appropriate scaffolding by motivating the learner to continue, preventing boredom and resolving confusion can result in a better learning flow, as well as in a more beneficial tutoring interaction for the child. While this type of scaffolding does not influence the learning progress directly, it still supports the learner in succeeding within the learning setting, e.g., by encouraging to go on and to try again after failing a task.

However, within this thesis not all levels of the affective learning dimensions needs to be addressed. That is, the learners should perceive, think about and respond to the learning content, as well as develop a positive value towards the learning interaction in general. In contrast, the ability to organize the learning time and to establish an own learning profile are not relevant within this thesis, since kindergarten children still lack the required cognitive development (cf. Peace Corps, 1986, p. 67f.) and, thus, they have been excluded for now (cf. Krathwohl’s taxonomy, Section 2.1.2).

One option to address these aspects of learning, at least partially, is to provide appropriate feedback with regard to the learner’s performance during the learning interaction. Therefore, an empirical basis was collected and analyzed, inter alia, with respect to educators feedback behavior (see Chapter 4). It serves as a basis to derive and implement feedback strategies for the SARTS, which are in line with daily pedagogical practice.

However, the use of appropriate feedback, which mainly focuses on the learner’s intrinsic motivation, is not the only way to support their affective learning domain. As mentioned in Chapter 2, also learners’ deeper cognitive processes and affective states as included in the engagement are important, whereas each process and state probably require different actions each. This makes a classification of the learner’s behavior indispensable to allow for a SARTS to autonomously provide appropriate support. But since internal states, e.g., thinking more deeply about the learning content (cognitive engagement and affective learning), usually can not be tracked directly in a way applicable in real life settings, tracking systems often rely on the shown behavioral engagement and affective states (see Section 2.1.4). This is probably also the reason why the reactions or scaffolding actions of ITSs are often designed to mainly address just these particular aspects, since it allows for the system to observe the effects of actions and, thus, to adapt the system’s behavior correspondingly. However, since all parts of learning are strongly correlated, the mentioned strategies can also influence the hardly traceable parts of the affective learning and engagement.

In conclusion, besides of applying appropriate feedback strategies, the SARTS also needs to track and manage the learner’s behavioral engagement, whereas the learner’s affective learning and cognitive engagement is assumed to be further affected through the implicit influences of the executed actions.

6.1.1 Engagement Detection

In general, two different directions to track the user’s engagement automatically can be found in the literature of Human-Machine Interaction (HMI). First, directly tracking the engagement, e.g., by training classification systems on huge datasets or, second, focus on tracking the affective and cognitive states that are known to be indicative of the engagement and affective learning (see Section 2.1.4 & 2.1.2).
These states can then be used to make decisions for the course of the interaction (e.g., D’Mello and Graesser, 2012) or to infer the engagement later on (e.g., Altuwairqi et al., 2018).

Most of the commonly used approaches rely on machine learning techniques to automatically analyze children’s behavioral cues and to derive their corresponding affective and cognitive states, or engagement level. To capture the different modalities, such as facial expressions, body postures, the voice or information from the interaction itself, sensory inputs (e.g., from cameras and microphones) are used. But often these techniques, e.g., Support Vector Machines (SVMs), are supervised and need pre-processed input data, where the input values are transformed into numerical representations before each datapoint is labeled, e.g., with the corresponding engagement level. With this, a SVM, for instance, can learn the mathematical functions to map the input data to the corresponding output labels, which then can be used to classify the user’s engagement level from new input data during an interaction. Although this process increases the time needed to prepare the machine learning environments and can increase the difficulty to transfer the approaches to different contexts, it still is often used in the community.

Castellano et al. (2012), for instance, used this technique to directly assess the user’s engagement based on pre-recorded sessions of a chess game interaction. They compared several SVM-based models trained with different information about the game (e.g., game state and game evolution), the social context of the interaction and the game turn level (e.g., encouraging comments and scaffolding). Their evaluation showed that the SVM incorporating the social game context, as well as interactional information about the game, achieved the best performance with an average accuracy of 80%. However, basing the classification process on specific game state information can complicate its generalization and transfer to other games/contexts.

A different approach from Sanghvi et al. (2011) used the postural expressions of children to train five other supervised classification approaches in Weka¹ (ADTree, OneR, LogitBoost, MultiClassClassifier and logistic functions). The postural expressions data consist of features of users’ full upper body silhouette that were automatically extracted by a computer vision algorithm and, subsequently, labeled by three trained coders. Their results demonstrated an accuracy of up to 82% for two of the five classifiers, namely, ADTree and OneR.

Also many other approaches can be found to directly classify users’ engagement, which incorporate conditional random fields, e.g., by using audio-visual data (Foster et al., 2017) or personalized deep learning frameworks, e.g., by using audio-visual and physiological data (Rudovic et al., 2018). However, the majority of approaches seem to focus on only tracking users’ affective or cognitive states.

Since the cognitive states mainly describe the internal states that are often not expressed through overt behaviors, most research focuses on tracking just the user’s attention. This is generally done by analyzing the user’s gaze behavior during the interaction, e.g., directly with an eye-tracker (El Haddioui and Khaldi, 2012; Yang et al., 2013) or the head pose (Lemaignan et al., 2016a). For example, Lemaignan et al. (2016a) used the OpenCV² framework to calculate children’s attention and “with-me-ness” during

¹https://www.cs.waikato.ac.nz/ml/weka/index.html
²https://opencv.org/
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a robot-teaching task. Here, the term with-me-ness represents a measure of “how much the user is with the robot during a task” (Lemaignan et al., 2016a, p. 163). Their evaluation demonstrated for both aspect results fairly close to the used ground truth provided by human raters.

In the scope of affect detection, however, a broader variety of different modalities and approaches were already used. One widely applied method, also for commercial products, such as Affectiva Affdex (McDuff et al., 2016), is the analysis of facial expressions to detect the affective state of a user (e.g., McDaniel et al., 2007; Wang et al., 2018). But these classifiers are often trained on “very expressive and acted” emotions for which they yield classification accuracy around 97%, however, this makes their applicability to real-world interactions questionable (cf. Stöckli et al., 2018). In fact, the accuracy of emotion detection based on facial features is often low in real-world applications and the recognition rate is strongly dependent on the individual expressiveness of each person (cf. Benta and Veida, 2015; Stöckli et al., 2018).

An alternative approach is the detection of affective states from the user’s voice (Devillers and Vidrascu, 2006; Kim et al., 2017; Tzirakis et al., 2018). Classifiers to analyze the voice are often trained on datasets of spontaneous speech, so that they are more suitable for real-world applications. Kim et al. (2017), for instance, used a SVM with the aim of assessing the affective states of users interacting and playing with robots, such as Robotis OP2, Robotis Mini or Romo. To train their model they used the IEMOCAP database, which contains approximately 12 hours of audio-visual data from adult speakers and their evaluation showed a reasonably good classification performance (Kim et al., 2017). However, with regard to a CHRI setting, affect detection through speech analysis is difficult, because speech input is not always included since ASR systems for young children still have low accuracy (Kennedy et al., 2017b).

Other attempts made use of analyzing written text to detect the user’s affective states (Alm et al., 2005; Kahn et al., 2007), which include, for instance, analyzing the usage of adjectives and adverbs. However, this approach is not applicable for kindergarten children, since they are usually not able to read and write text, while even adults usually do not use written text in natural face-to-face interactions.

A more extensive approach for affective state detection is the tracking of the whole body posture and movements, e.g., by using a Microsoft Kinect (McColl and Nejat, 2012) or a body pressure mat laying on a chair (D’Mello and Graesser, 2009). A limitation of the latter is that it assumes the user stays seated without moving around, which is also not easy for young children in the age of 4-6 years. The Kinect, however, allows the user to move around, but may have problems in detecting smaller events, such as small gestures or postural shifts.

In addition, approaches based on human physiology have been developed, too. In this realm, techniques, such as ECG, EEG, EMG (Wagner et al., 2005; Villon and Lisetti, 2006), and brain imaging (Immordino-Yang and Damasio, 2007) are applied to “read” the affective state from users’ physiological signals. The results of these methods are promising, however, the applicability of such obtrusive approaches (e.g., wires and patches on the body) in tutoring interactions with young children is clearly limited, while the interaction itself is also not very natural anymore.

3https://sail.usc.edu/iemocap/
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Finally, also multi-modal approaches were studied with the goal to overcome some of the previously mentioned limitations and to increase the detection accuracy. A lot of combinations can be found that incorporate, e.g., facial expressions and voice (Busso et al., 2004; Esposito, 2009), facial expression, voice and body posture (Bänziger et al., 2009), facial expressions, body postures and context dependent activity logs (Kapoor and Picard, 2005), or speech and text (Arroyo et al., 2009). And indeed, most of these systems demonstrated that a multi-modal approach to detect affective states results in higher accuracy rates.

In summary, a lot of different approaches with a broad variety of used modalities have been developed so far, which, however, are not all applicable when trying to provide an interaction as natural as possible for young kindergarten children learning with a SAR. Most of them have special requirements, are very obtrusive or have a low accuracy when applied in the wild. Furthermore, they often have not been verified to work with young kindergarten children and, consequently, are not necessarily applicable for this particular age group. In fact, observations of study 2 revealed that most children do not provide much speech input nor show a lot of facial expressions during the interaction with a SARTS. Instead, approaches that are based on learners’ gaze direction, body posture or movement might be successful in tracking their engagement. However, most affect detectors are trained on a huge amount of specifically annotated data to identify the important cues for each affective state, which also holds for commercial products such as Affectiva Affdex. Establishing such a dataset in a natural way without using an artificial setting for data recording is very complicated and time consuming, especially when not having a clue which features are important. Moreover, due to the fast development of children (cf. Mooney, 2013, Chap. 4), a dataset for different age ranges might be needed to train separate classifiers to be able to autonomously and reliably track children’s engagement based on their behavioral cues.

6.1.2 Affective Tutoring Systems

Although the engagement detection for young children still yields complicated challenges, a broad variety of approaches demonstrated the general feasibility with reasonable accuracy. Because of this technical progress, so-called Affective Tutoring Systems (ATSs) aim for including this information into the student model, which, in fact, can increase student’s learning performance up to 91% compared to a non-affect-aware ITS (Shen et al., 2009).

Alexander et al. (2006), for instance, developed an ATS called Easy as Eve including a virtual agent for primary school students. The affective states are detected by analyzing the facial expressions of the student and serve as basis for the selection of the next tutoring actions. To achieve this, case-based rules were defined and applied that have been informed by an observational study of human tutors beforehand. In an evaluation study conducted in a primary school, in which children had to solve mathematical equations, the use of their affective system showed a significant increase of students’ performance as compared to a control group without affective support (Alexander et al., 2006).

Another system called the Affective AutoTutor can automatically detect boredom, confusion, frustration and neutral affect by monitoring conversational cues and discourse features along with gross body language and facial features. The cues provided by each “channel” are combined to select a single
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affective state, based on which AutoTutor responds with empathic, motivational, or encouraging dialog moves and emotional displays. The evaluations showed that students, whose learning is supported by this system, are not only able to pick up new knowledge but also to apply it in transfer tasks later on (D’Mello and Graesser, 2012).

Gordon et al. (2016), instead, incorporated a valence and engagement detection via facial expressions based on the Affectiva Affdex framework for their cHRI. In a study with preschool children they showed that their system personalized its policy over the course of training and that children who interacted with the personalized robot showed higher long-term positive valence as compared to a control group without personalization (Gordon et al., 2016).

In summary, promising findings from a variety of approaches support the inclusion of engagement or at least affect detection in ITSs. In addition to the ATSs mentioned above, many more can be found that try to cope with learners’ affective states or engagement, respectively, e.g., the Cognitive Tutor Algebra (d Baker et al., 2012), Wayang Tutor (Wixon et al., 2014), VALERIE (Paleari et al., 2005) or Guro Tutor (Olney et al., 2012). However, developing and training an appropriate classifier applicable for kindergarten children is still a complicated task, especially with the goal of keeping the tutoring interaction as natural as possible. But even with a fairly accurate engagement classifier, suitable actions are still needed to respond to the respective states. They can be used to provide appropriate scaffolding for the learner to prevent the loss of her learning motivation or to re-engage her if necessary. However, since these actions and strategies aim for manipulating children’s emotions and/or internal states, they have to be designed carefully. One option is to base their development on data of observational studies of human tutors and their reactions to behaviors shown by their students (cf. Alexander et al., 2008), which further allows to narrow down the feature space for the training of a classifier. Since to the best of the author’s knowledge such a dataset does not exist for the respective age group of 4-6 years, an own empirical basis has to established. It should allow to inform the SARTS so that it is enabled to detect changes in children’s engagement or the respective learning-relevant affective and cognitive states, respectively, and to react to these changes appropriately. Therefore, it should provide suggestions for possible actions to be performed by a SAR, or a SARTS in general, either pro-actively or as repair mechanisms when the engagement and learning motivation is already lost. Furthermore, it should be usable as a basis to inform a Wizard of Oz (WOz) (Dahlbäck et al., 1993) or to develop an engagement tracker later on.

6.2 Study 3: Empirical Basis for Detecting and Managing Engagement

To establish an empirical basis that includes children’s behavioral cues to track the engagement, as well as appropriate actions to manage it, specific knowledge from experts (educators) in reading and managing the affective and cognitive states of kindergarten children in tutoring interactions is required. To collect their knowledge about which affective and cognitive states occur and are important during a tutoring interaction, and how they can be detected just by observing the child while playing with a SARTS a qualitative approach is chosen. Video recordings of cHRIs from study 2 are used to interview...
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Figure 6.1: Anonymized screenshot from one video shown to the experts in the interviews displaying a learning interaction from two perspectives (reprinted with permission from Schodde et al. (2017b)).

Educators on their perception and interpretation of children’s behavior. Subsequently, the recorded interview sessions are transcribed to enable a detailed content analyses of experts’ comments with respect to the following research questions:

**RQ2.1:** What are relevant affective and cognitive states, as well as behavioral cues, to track the engagement of kindergarten children during foreign language learning interactions?

**RQ2.1a:** How do experts interpret the affective and cognitive state of children during the robot-child tutoring lessons?

**RQ2.1b:** To which behavioral cues do they refer when they remark changes, e.g., in the child’s level of attention?

**RQ2.2:** How would the experts react to changes in children’s engagement from the perspective of the robot?

### 6.2.1 Study Design

Video recordings of study 2 with Dutch kindergarten children are used for the interviews to enable the experts to observe children’s behavior during an interaction with a SARTS in a controlled manner. To ensure that individual differences are also considered despite of a small sample size, video recordings of eight different children (4 female, 4 male, 1 video per child) are taken, who varied in their level of activity and expressiveness when learning with the SARTS. Furthermore, these videos are shortened in time by removing some rounds in which children showed the same behavioral cues or no cues at all. This allows for the experts to judge as many children as possible (four), while not overstraining them with regard to their time and concentration. To enable them to get a good impression of the children’s behaviors, the interaction is presented from two different camera perspectives, a frontal view of the child, as well as an overview from the side showing the whole experimental setup including the robot, the tablet and the child (see Figure 6.1). The final set of videos has an average length of 11:18 minutes (SD = 22 seconds) and is presented and discussed during face-to-face interviews.
Table 6.1: Profile data of all kindergarten teachers, who participated in the interviews as experts.

<table>
<thead>
<tr>
<th>Number</th>
<th>Gender</th>
<th>Age</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>female</td>
<td>45 years</td>
<td>27 years</td>
</tr>
<tr>
<td>2</td>
<td>female</td>
<td>51 years</td>
<td>35 years</td>
</tr>
<tr>
<td>3</td>
<td>female</td>
<td>50 years</td>
<td>25 years</td>
</tr>
<tr>
<td>4</td>
<td>female</td>
<td>36 years</td>
<td>16 years</td>
</tr>
<tr>
<td>5</td>
<td>female</td>
<td>61 years</td>
<td>42 years</td>
</tr>
</tbody>
</table>

To record the whole interview session a computer microphone and a screen capture tool are used. This allows for synchronizing experts’ comments with the video recording that is shown on the screen at each point in time.

6.2.2 Participants

A total of five kindergarten teachers were invited and interviewed as experts, who cover a broad range in age and working experience (see Table 6.1). They were between 36 - 61 years old ($M = 48.60$; $SD = 8.16$) and had a working experience ranging from 16 to 42 years ($M = 29.00$; $SD = 8.88$). They are all native German speakers and had normal or corrected sight.

6.2.3 Procedure

At the beginning of each interview session the expert is informed about the purpose and procedure of the interview and had to sign an informed consent that her voice will be recorded. She is instructed to judge children’s behavior and related affective or cognitive state, which are presented in the video recordings on the laptop. First, the expert sees a short example video, which she has to comment on to make sure the task is clear. Subsequently, the first video of the main commenting process starts, which is guided by a few example questions, requesting the expert to estimate whether the child is attentive, bored and/or has fun while playing with the SAR. If not explained directly, the interviewer asks the expert to justify her decision to get further information about possible behavioral cues.

Subsequent to each video the interviewer asks how the expert would react to the observed negative changes in the child’s state. For example, what would she do if she recognizes a lack of attention and how the resulting actions could be realized with a SAR. At each point in time, the interviewee is allowed to pause the video and go back to review a scene. Overall, each expert discusses a total of four videos with the interviewer before she is thanked for her participation and dismissed.

6.2.4 Analyses and Results

Analyzing the experts’ descriptions and explanations revealed different categories of affective and cognitive states (RQ2.1a) with the corresponding behavioral cues for their identification (RQ2.1b). As depicted in Table 6.2, the listed states can be grouped into the meta-level states of engagement, dis-
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<table>
<thead>
<tr>
<th>Meta-level State</th>
<th>State Interpretation</th>
<th>Behavioral Cue</th>
<th>n*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>Concentration/ Thinking</td>
<td>eye contact</td>
<td>5 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sit still</td>
<td>2 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hand to head</td>
<td>4 (3)</td>
</tr>
<tr>
<td></td>
<td>Involvement/ Activity</td>
<td>mimic robot’s gestures</td>
<td>2 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>answer verbally</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nodding</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>head-shaking</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td>Expressive/ Proud</td>
<td>smiling</td>
<td>7 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>thumb up</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>raise fist</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Dis-engagement</td>
<td>Inattentiveness/ Distraction</td>
<td>rub eyes</td>
<td>2 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grimace</td>
<td>4 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>gaze away</td>
<td>7 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>turn away (whole body)</td>
<td>10 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>change position (stand up &amp; lay down)</td>
<td>2 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>support the head with hand(s)</td>
<td>3 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>move the head from left to right</td>
<td>2 (2)</td>
</tr>
<tr>
<td></td>
<td>Boredom/ Impatience</td>
<td>undirected finger tapping</td>
<td>4 (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>gaze away</td>
<td>2 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>move position (stand up, lay down)</td>
<td>6 (4)</td>
</tr>
<tr>
<td>Negative</td>
<td>Skepticism</td>
<td>tilt head</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Engagement</td>
<td>Disinterest</td>
<td>frown</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td>Averseness</td>
<td>lower mouth corners</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

* n is the frequency of reference to a cue; the number of children for which the cue was observed is noted in parentheses.

Table 6.2: Behavioral cues shown by children during the interaction, their related state interpretations and the corresponding meta-level states (reprinted with permission from Schodde et al. (2017b)).

Engagement, and negative engagement. The engagement comprises states, such as concentration and thinking, activity and involvement, as well as expressiveness. That is, if children keep eye contact with the robot and/or tablet and sit still, the experts interpreted their behavior as concentrated and engaged. Further, if they reenact the robot’s iconic gestures, or answer verbally or nonverbally, e.g., with nodding or head-shaking, they are also described as involved and engaged in the interaction. Likewise, expressive behaviors, such as smiling or showing a thumb up, are also interpreted as signs of engagement by the experts. In contrast, behaviors that are interpreted as signs of distractions, inattentiveness or boredom are regarded as indicators for dis-engagement. For instance, if children were rubbing their eyes, gazing away from the setting or changed their seating position frequently, they are classified as inattentive. Additionally, supporting one’s head with the hand(s), showing undirected finger tapping, gazing away from the robot and/or tablet, etc. are named as noteworthy behaviors that indicate boredom and dis-engagement (cf. Table 6.2). Finally, the last category called negative engagement is composed of negative states, such as skepticism and averseness towards the tutoring interaction with the robot. These states are related to behavioral cues, such as frowning, lowering the mouth corners and head-tilt.
Scaffolding Affective and Perceived Learning, and Engagement

<table>
<thead>
<tr>
<th>Preventive actions</th>
<th>Paraphrases</th>
<th>n*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include verbal input</td>
<td>It would be more motivating for the child if it should talk to the robot (expert 2, video 2)</td>
<td>3</td>
</tr>
<tr>
<td>Heighten robot’s activity (e.g., move head)</td>
<td>The interaction would be more engaging if the robot moves. (expert 2, video 2)</td>
<td>3</td>
</tr>
</tbody>
</table>

**Repair actions**

<table>
<thead>
<tr>
<th>Repair actions</th>
<th>Paraphrases</th>
<th>n*</th>
</tr>
</thead>
<tbody>
<tr>
<td>React to the child’s behavior/give feedback</td>
<td>The robot should react to the behavior of the child, e.g., tell him/her to sit down again. (expert 5, video 1)</td>
<td>4</td>
</tr>
<tr>
<td>Change task difficulty</td>
<td>The task should increase in difficulty to get the child’s attention back. (expert 1, video 3)</td>
<td>1</td>
</tr>
<tr>
<td>Include alternative activities (e.g., play a game; stand up)</td>
<td>The robot could ask the child to stand up and move around, so that he/she is ready to listen again afterwards. (expert 3, video 2)</td>
<td>4</td>
</tr>
<tr>
<td>Allow a break</td>
<td>A break or a continuation at another day could be helpful to get the attention back (expert 2, video 1)</td>
<td>2</td>
</tr>
</tbody>
</table>

*n is the number of experts out of the 5 experts that mentioned the strategy.

| Table 6.3: Possible (preventive) actions to address children’s engagement mentioned by the educators (reprinted with permission from Schodde et al. (2017b)). |

Since each interaction with the robot varied with respect to the individual differences of the children (e.g., in age and self-confidence), the frequency of how many times each behavioral cue was mentioned by different experts for different children is counted. For instance, when two experts judged a cue for one child as relevant, it is counted as two, whereas when a cue was mentioned by only one expert but several times for one child, this is only counted as one occurrence (see Table 6.2). Moreover, to allow for a reflection on the occurrences of a particular cue over different children, further the number of children for whom this cue was observed is counted (see Table 6.2 numbers in parentheses).

The final counts indicate that behavioral cues, such as eye contact (n = 4 children), smiling (n = 4), and self-touches to the head (n = 3) are interpreted as a sign of engagement for multiple children during the interview. Regarding dis-engagement, cues, such as making grimaces (n = 4), gazing away (n = 7) or even turning away from the robot and/or tablet (n = 4), moving the position (n = 2) and undirected finger tapping (n = 3) are observed across several children. As a sign of negative engagement head tilt is named as a behavioral cue used by several children (n = 3) to express skepticism. In contrast, cues, such as giving verbal answers, nodding, head-shake, eye rub, frowning, and lowered mouth corners, are only observed for one child and, hence, appear less informative.

In addition, the experts were asked how they would interveive to keep children engaged in the interaction from the robot’s point of view (RQ2.2). Their suggestions are summarized into categories of potential actions to re-engage children who learn with a SARTS (see Table 6.3). Some of the experts’ suggestions can be regarded as preventive strategies that can be employed in the interaction from the outset (preventive actions, see Table 6.3). These are general strategies, such as allowing multi-modal interactions (e.g., requesting the child to provide speech input) or more expressive and varying robot behaviors (e.g., gestures and movements) to keep children engaged in an interaction. Beyond that, the
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Experts also mentioned actions, which can be useful to re-engage children in an ongoing interaction after an engagement drop is observed (repair actions, see Table 6.3). For example, if only first signs of dis-engagement are recognizable, the robot can, e.g., increase the task difficulty. Instead, in cases of higher dis-engagement, the robot can suggest alternative activities to get the child’s attention back, e.g., by playing another game on the tablet. However, according to the experts’ opinions, in some cases it will even be necessary to pause the tutoring completely and to provide a break for the child, e.g., by standing up and do some physical exercises.

In summary, this empirical basis can serve as a basis to track the learner’s engagement and to develop and implement appropriate re-engagement actions executable by a SARTS. For the former aspect, the identified behavioral cues, and affective and cognitive states can be used either to train a WoZ or to narrow down the feature space for building a dataset to train an engagement classifier in the future. Therefore, within this thesis the term of engagement is defined as follows:

Engagement refers to the collaboration between child and SAR and relates to the learner’s affective and cognitive states, namely, concentration, involvement, joy, attention and interest towards the tablet game and the robot’s behavior. Hence, dis-engagement is defined as inattentiveness, boredom, frustration and impatience.

6.3 Study 4: Effects of Explanation and Re-Engagement Strategies

Within the scope of the following study two different scaffolding strategies are evaluated with young kindergarten children. First, to address the children’s perceived learning it is examined whether kindergarten children can already benefit from a SAR that reveals its current beliefs about the child’s knowledge state and, based on that, explains the resulting changes of the language learning interaction. This transparency, especially with respect to the learner’s already attained knowledge, is intended to support and guide the process of self-perception, as well as the attribution of errors. This can be interpreted as a preparatory step towards the acquisition of basic abilities required for SRL and can result in better learning outcomes. Further, it can be expected that these explanations will make the system’s adaptations more salient and, with that, foster not only engagement but also perceived and cognitive learning (cf. Section 5.4). Finally, it can be assumed that this strategy leads to a perception of the robot as a more competent and reasonably acting companion, which can have a positive effect on the acceptance of the whole learning environment (see Section 3.3.2).

Second, this study aims for investigating whether a child can be kept engaged or re-engaged during the tutoring interaction with a SARTS. To achieve this, the identified preventive strategies for maintaining engagement, as well as the possible re-engagement actions are included into the system (see Section 6.2.4).

Summarized, the study aims for investigating the following hypotheses:

H1: Children who interact with a robot tutor that explains its belief about their knowledge are more motivated to continue learning than children who interact with a robot that does not provide explanations.
H2: Children who learn with a robot tutor that explains its belief about their knowledge show a higher learning gain than children who interact with a robot that does not provide explanations.

H3: Children who learn with a robot tutor that explains its belief about their knowledge gather a better understanding of their perceived learning than children who interact with a robot that does not provide explanations.

H4a: Dis-engaged children will be re-engaged through dedicated actions executed by the robot.

H4b: Dis-engaged children will be more re-engaged when the robot explains its decision to start a re-engagement attempt.

6.3.1 Study Design

To study these aspects a between-subjects design is employed in which the children either interacted with a robot that explains its decisions and beliefs about the children’s knowledge before the target word is announced or not. However, the engagement related actions are used in both conditions equally.

The general study setup is again based on the empirical basis described Chapter 4. It is supervised by two experimenters, who stay out of the children’s field of view, whereas one controls the robot and the other observes the children. Moreover, the whole interaction is recorded from different angles by two video cameras to be able to analyze the children’s behavior later on (see Figure 6.2).

Although the basic setup remains the same, some further adaptations are made to improve the interaction with respect to educators’ suggestions and findings of previous studies.

6.3.1.1 Scenario and chosen vocabulary

While the underlying interaction structure of playing “I spy with my little eye ...” remains the same, the setting in which this game is played has changed to also include a small background story. The new setting is based on a virtual circus visited by the children together with the robot. While a circus is commonly known and liked by children (cf. Jampert et al., 2006), it also provides a reasonable frame for different animals showing up at the same place.
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Figure 6.3: Examples of iconic gestures produced by the robot for the animals used in the experiment. (a) Imitating the riding of a horse by grasping imaginary reins and moving the arms up and down; (b) imitating a monkey by scratching armpit and head; (c) imitating a lobster by raising the arms while opening and closing the hand like lobster-claws (reprinted with permission from Schodde et al. (2019)).

Furthermore, to challenge but not to overwhelm the children with the amount of vocabulary, a collection of nine English animal names is used as target words. In comparison to study 2, the number of target words is raised again, because the A-BKT system revealed only a small positive effect on the children’s learning gain. An assumption is that the difference between the three difficulty levels (just 1, 2 or 3 distractors) was too small. With more target words it is possible to create more salient differences (e.g., 2, 5 or 8 distractors), which allows for a better fitting to the proficiency level of each child. Moreover, a high number of target words enables the children to learn more words, which is especially important for children with prior knowledge. For example, if a child already knows 3 out of 6 target words, just 3 further words can be learned. However, with 9 target words this number is increased to 6 unknown words.

In addition, the set of used target words has been adapted, too. All included animals are carefully chosen with regard to theoretical assumptions and lessons learned from earlier experiments (cf. Section 5.4). For example, some animal names, such as “chicken”, were found to be commonly known and, thus, had to be exchanged. Further decisive factors taken into account are that (1) the animals should offer the possibility to create a comprehensible iconic gesture executable by the robot, e.g., riding on a horse (see Figure 6.3a), (2) the names should be as different as possible between the German and English language, and (3) it should be possible to create meaningful groups of animals with the same color. The final set of target words for the tutoring interaction comprises a parrot, a ladybug and a lobster as red-colored, a horse, a bull and a monkey as brown-colored, a rabbit, a seal and a snake as gray-colored animals (see also Figure 6.5d). Further, to ensure that all animal names are pronounced correctly by the robot’s Text-To-Speech (TTS) engine, they are spelled in the phonetic alphabet.

Moreover, since the differences between the previously used task difficulty levels were assumed to be too subtle and, thus, remained unrecognized (cf. Section 5.4.6), they are reworked with respect to the new number of target words so that they are more distinguishable. Further, an additional level of difficulty is added, which considers the animals’ colors as an additional influence factor. Especially with the underlying mechanics of the used tutoring game, colors are very important since they are a salient
feature of objects (cf. Barrow et al., 2000) and, thus, might result in children remembering the animal’s color instead of the target word. Based on these changes the following four levels of difficulty from easy to hard can be created: 3 animals with 3 different colors, 3 animals with the same color, 6 different animals (2 red, 2 gray, 2 brown), and 9 different animals.

6.3.1.2 Actions to prevent dis-engagement
To be in line with experts’ suggestions regarding actions to prevent dis-engagement (see Section 6.2.4), small rewarding feedback behaviors executed by the robot are implemented, e.g., gazing towards the child or nodding when verbal input is received. To underline the positive feedback given by the robot, each time the child answers correctly the robot’s eyes are blinking in rainbow colors to resemble a smiling face (cf. Fridin, 2014b). These behaviors are intended to let the robot appear more “alive” and the interaction more natural, which in turn can slow down the loss of children’s engagement.

Furthermore, iconic gestures are used to provide multimodal input for the child, which already demonstrated their positive effect on children’s engagement in study 2 (see Section 5.4). However, this time the gestures are executed by the robot only once for each animal during their introduction and not each time when an animal name is mentioned during the training stage of the game. This should prevent an unnecessary prolongation of the tutoring interaction, which might negatively influence children’s engagement and with that the study’s measurements.

Finally, the underlying adaptive system (A-BKT model) is allowed to terminate the interaction early if a child already learned most or even all of the target words (average belief state >= 75%). This should prevent children from repeating already known words over and over again, which could negatively impact their engagement and interfere with their learning gains.

6.3.1.3 Repair actions to recover engagement
In addition to the preventive actions executed by the robot regardless of the learner’s state, additional repair actions are designed. These can be carried out spontaneously during the interaction if engagement drops are observed, since, according to educators, the robot might be able to get back the child’s attention by noticing, acknowledging and reacting to a decrease in engagement (see Section 6.2.4).

But developing a sophisticated classifier for engagement detection is a complex and time consuming task that often requires a huge labeled dataset for the training process. Further, a low classification accuracy might cause misclassifications, which in turn can result in inappropriate robot behavior. To prevent this and to provide a tutoring interaction as consistent as possible, a human WOz is trained, who keeps track of the children’s behavior. To this end, the most informative cues derived from the conducted expert interviews to detect dis-engagement serve as a basis (see Table 6.4). These cues were sorted into meaningful groups, namely, tired, heightened activity, low and high distraction, which are selected by the WOz as soon as the child shows one of the respective cues. Each of these groups is assigned to a set of repair or re-engagement actions, respectively, executable by the robot, which range from simply stretching and breathing deliberately if the child seems to be tired, to standing up and doing squats or moving the arms if the child seems to have excess energy. Furthermore, most of these re-engagement actions invite the child to actively participate, except if the child appears only slightly
distracted, e.g., by grimacing or gazing away, and the robot just waves with its arm and/or whispers to them to regain their attention. However, if the child displays strong signs of distraction, e.g., by turning away completely or moving away from the interaction, and simpler re-engagement actions do not show any effect, the robot tries to re-engage the child by motivating them to join a dance as a last resort. This type of action is designed to channel the child’s attention towards a different task while trying to keep them in a social interaction with the robot. Subsequently, the robot tries to guide their attention back to the vocabulary learning task with the assumption that their engagement is restored.

### 6.3.1.4 Explanation Verbalization

Equally to the previous studies, the system’s adaptive tutoring behavior is based on the A-BKT model (see Chapter 5 for more details), which continuously tracks the child’s proficiency level per target vocabulary and adapts the interaction accordingly. To allow for the SARTS to open up and verbally disclose this knowledge (open learner model), as well as the resulting consequences for the interaction flow, the underlying proficiency beliefs are divided into four discrete levels:

1. very low proficiency (skill belief: ~0-25%), very easy task:
   
   e.g., “For practice, I’m selecting an animal which I believe you don’t know yet. To keep it simple, only three different animals stand for selection.”

2. low proficiency (skill belief: ~25-50%), easy task:
   
   e.g., “I’m selecting an animal that I believe you are not completely certain about yet. Try and find it among the three animals of the same color.”

3. medium proficiency (skill belief: ~50-75%), medium hard task:
   
   e.g., “Next, we are repeating an animal that I am quite sure you know. To make it a little more challenging, you have to choose from six animals.”

4. high proficiency (skill belief: ~75-100%), hard task:
   
   e.g., “I’m now selecting an animal that I am very certain you know. To strengthen your knowledge, it is hidden between eight other animals. I am curious to see whether you find it.”

These sentences are then followed by “I spy with my little eye something that is a [target word]”.

---

<table>
<thead>
<tr>
<th>Dis-engagement Group</th>
<th>Behavioral Cues</th>
<th>Repair Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tired</td>
<td>Rub eyes, Yawn, Support head with hands</td>
<td>Joint breathing, Stretching</td>
</tr>
<tr>
<td>Heightened activity</td>
<td>Move position, Undirected finger-tapping</td>
<td>Stand up and squat, Stand up and lift arms</td>
</tr>
<tr>
<td>Distraction low</td>
<td>Gaze away (from robot &amp; tablet), Grimace</td>
<td>Wave, Whisper</td>
</tr>
<tr>
<td>Distraction high</td>
<td>Turn away, Move head from left to right</td>
<td>Chicken dance</td>
</tr>
</tbody>
</table>

Table 6.4: Overview of dis-engagement groups, the related cues and repair actions for training the WOz (reprinted with permission from Schodde et al. (2019)).
In addition, the SARTS also introduces the four dis-engagement groups that are tracked by the WOz and makes them explicit:

1. **tired:** “I am under the impression that you are a little tired.”
2. **activity:** “I think you cannot concentrate anymore.”
3. **distraction low:** “I have the feeling that you are a bit distracted.”
4. **distraction high:** “I think that you are too distracted to continue learning right now.”

While in both conditions the child is invited to join most of the following dedicated activities (except actions associated with “distraction low”), these introductory phrases that match the respective re-engagement behavior are only provided in the condition with explanations.

Overall, the explanations are used to reveal the system’s perception of the children’s performance, engagement and the resulting consequences for the task difficulty and course of interaction. This is intended to give the children a better understanding of their own evolving mental and knowledge state and, thus, to provide a scaffold for the perceived learning dimension to enable them to master the task they are faced with.

### 6.3.2 Measurements

In the following the new, adapted and more complex measurements applied in this study are discussed in detail. Since this study aims for addressing more than the children’s cognitive learning, new tests for measuring their perceived learning and engagement are developed. Further, the previously used pre- and post-tests are adapted to incorporate the latest findings.

#### 6.3.2.1 Engagement

To measure the children’s engagement multiple factors are considered. First of all, the frequency of dis-engagements is counted whenever the WOz triggers a re-engagement behavior. Second, since the children are instructed that it is possible to terminate the interaction at any given time and are explicitly asked whether they want to continue playing after a re-engagement attempt, the number of played rounds can serve as a further indicator for interaction engagement. However, a shorter interaction time, because of fewer rounds played with the SARTS, does not necessarily account for a lack of engagement, since there are diverse reasons for an early termination.

1. The child decides to quit after being asked whether they want to continue after a re-engagement attempt. (i) The WOz observes dis-engagement cues for the fourth time and triggers a re-engagement behavior. This is set as a threshold to prevent the children to get stuck in the interaction although they are totally dis-engaged, do not learn a lot and are to shy to quit the interaction. (iii) The system decides that the child performs very well, already learned enough ($\text{avg}(P(S_i)) \geq 75\%$) and, therefore, ends the interaction. However, this triggers a recap session consisting of three further tasks addressing maximal three of the weakest skills. (iv) The maximum of 30 rounds is reached in the game and, finally, (v) the child decides to quit early due to annoyance or anxiety without being asked explicitly in connection with a re-engagement action.
6.3. Study 4: Effects of Explanation and Re-Engagement Strategies

6.3.2.2 Learning Gain
Similar to study 2, children’s learning gain is assessed by conducting a pre-, post- and retention-test, which, however, are modified based on previously gained knowledge (cf. Section 5.4.6). First, to further lower children’s shyness and anxiety prior to the interaction, the pre-test to measure children’s prior knowledge of the words to be learned is designed as a conversation with one experimenter and is structured as follows. First, all 9 animals are presented to the child on a sheet of paper in randomized order. To ensure that all animals are known the experimenter asks the child to name the respective animals in German. Subsequently, the animal names are verbally presented by the experimenter in the foreign language (English), while the child is requested to tap on the corresponding picture. The given answers are noted by the experimenter without any feedback about their correctness.

Furthermore, the post- and retention-tests to measure the knowledge increase of the target words subsequent to the tutoring interaction are adapted, too. While the post-test is conducted right after the teaching interaction, the retention-test takes place at least 1 week later. Both incorporate the same animal pictures, layout and procedure, but are integrated into a more meaningful context as before. Now, the child is requested to feed the animals they were playing with for so long, since they became hungry (and feed them again after a while). To maintain the interaction’s consistency the robot is also used for the post- and retention-test, in which it selects an animal in randomized order and says its English name to the child. Subsequently, the child has to gather a virtual grape from a basket on the bottom right of the screen and to move it to the intended animal to feed it (see Figure 6.5d). Afterwards the child receives again only neutral feedback, e.g., “Thanks. The next animal we will feed is [target word]”, so that they do not know whether they answered correctly or not.

6.3.2.3 Perceived Learning
In order to evaluate whether the children gained a better understanding of their own knowledge state regarding the target words, they are again presented with printed pictures of all nine animals subsequent to each post- and retention-test. They are asked to sort them into four knowledge categories, each representing one of the discretized and verbalized knowledge levels of the system (0 – 25%, 25 – 50%, 50 – 75%, 75 – 100%). To simplify this self-assessment test for the children, colored squares representing the different categories are used that are printed on a separate sheet of paper and verbally explained by the experimenter.

- red: “I don’t have a clue what the English name of this animal is.”
- orange: “I’m uncertain what the English name of this animal is.”
- yellow: “I’m rather sure what the English name of this animal is.”
- green: “I definitely know the English name of this animal.”

After the procedure is explained, the experimenter hands over one card at a time to the child. Each card displays one of the nine animals addressed during the tutoring interaction. The child’s task is to sort the cards into those categories that best fits her own knowledge estimation while being informed that she can put as many cards as she wishes to each category.
In addition, the children’s estimated knowledge is compared to their given answers in the respective post-test. Since the test results are just binary (right or wrong), the categories are collapsed into high (green and yellow) and low perceived knowledge (orange and red).

6.3.2.4 Re-Engagement Success

To measure the success of re-engagement actions the children are explicitly asked whether they want to continue to learn with the robot after each re-engagement attempt. The respective decisions are interpreted as an indicator of a successful or unsuccessful, respectively, re-engagement action. Additionally, if a child quits early after multiple re-engagements, all attempts that resulted in a continuation are still counted as successful and just the last attempt as unsuccessful.

6.3.3 Participants

A total of $n = 49$ children (22 female, 27 male) in the age of 4-7 years from three different German kindergartens participated in the study. They are randomly assigned to one of the two study conditions, while trying to balance age and gender within the conditions. However, nine children had to be excluded due to incomplete datasets that can be attributed to system crashes ($n = 2$), early termination of the interaction due to anxiety or annoyance shown by the children ($n = 6$), and impairments in language development, which might have affected the overall communication with the robot ($n = 1$). This results in a final group of $n = 40$ children (20 female, 20 male), in the age of 4-7 ($M = 5.43; SD = 0.54$), whereof 22 children participated in the experimental condition with explanations and 18 in the control group.

6.3.4 Procedure

Preparation

A few weeks before the study, parents of children in the respective age group are informed about the goal, setting and course of the study. Further, they are asked to fill out an informed consent form to allow for their children to participate in the study. Moreover, they are encouraged to contact the experimenters in case of any ambiguities or questions.

Icebreaker

At least one week before the actual study, the experimenters visited the kindergartens to introduce the robot and themselves to the children in a group session. As before, this is meant to provide a chance for all children to get to know the robot in a safe and known environment and to mitigate their initial anxiety (cf. Fridin, 2014; Vogt et al., 2017). The introduction is designed as a conversation between the children, the robot and the experimenters. After the experimenters introduced themselves, they tell a short background story of the robot. In the meantime, the robot remains static. Afterwards, the children are encouraged to describe the robot’s body parts and to find similarities (e.g., arms and legs), as well as dissimilarities (e.g., face and fingers), between the robot and themselves. Subsequently, the children are able to wake the robot up by calling its name collectively. Then, the robot stands up, greets
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Figure 6.4: Experimental setup with (a) paper and pencil pre-test, (b) cHRI supervised by technician and (c) post-interaction interview (reprinted with permission from Schodde et al. (2019)).

the children, tells a few facts about itself and invites them to dance the “chicken dance” to lose its own tension. After dancing with each other, the robot goes back to a crouching position in order to rest, while the children are invited to touch or hug the robot carefully. Throughout the whole introduction session the children are free to ask as many questions as they like and when their first curiosity is satisfied, the experimenters and the robot say farewell.

Pre-test
At the actual study day, the child enters the room either alone or with an educator and is asked to sit down at a small table together with one experimenter (see Figure 6.4a). Prior to the pre-test, the child is informed that she can stop at any time during the whole interaction. After the pre-test is completed, the experimenter guides each child to the main interaction spot and the child is asked to sit down on the ground in front of the tablet and the robot (see Figure 6.4b). Then, she gets a brief instruction on how to use the tablet and that she is about to learn English vocabulary while playing with the robot.

Tutoring interaction
If the child has no further questions, the interaction starts with the robot asking for the child’s name, age and previous knowledge of English vocabulary. Afterwards the circus is introduced, as well as all animals living in it. During this introduction the English name and a picture of the corresponding animal is displayed on the tablet screen (see Figure 6.5a). In the meantime, the robot pronounces the German and English animal name and executes an iconic gesture to support the fast mapping process. Subsequently, the child is asked to verbally repeat the English name to further strengthen the recall.

After all animals are introduced, the robot starts the real tutoring interaction and explains the “I spy with my little eye...” game. Then, two test rounds are played to verify that the child has understood all game principles before the actual language tutoring game starts. During the game each child plays 30 rounds, in which the A-BKT model chooses the skill to teach, here the English animal name, and a task difficulty expressed through a specific number of distractor animals displayed on the tablet screen (see Figures 6.5b & 6.5c). Then, the robot addresses the selected animal with its English name and the child has to tap on the corresponding animal on the screen.
Post-test and self-assessment of perceived knowledge

After finishing the game, either after 30 rounds or because of any other termination reason, except children quit early due to annoyance or anxiety (see Section 6.3.2 for the list of termination reasons), the post-test is conducted in which all 9 animals have to be fed (see Figure 6.5d). Then the robot explains that it is exhausted and needs to rest, thanks the child for playing with it and says goodbye. Afterwards the experimenter comes back and takes a picture of the child and the robot as a souvenir for the child, before the final interview takes place. For this, the child is asked to sit down at the small table again where she is interviewed about the interaction, as well as asked to estimate her perceived learning in a self-assessment test (see Figure 6.4c). Subsequently, the child is thanked and can go back into her class.

Retention-test

At least 1 week later, the post-test is repeated to test children’s retention of all 9 animal words. On entering the room, the child is asked to sit down in front of the robot and tablet again and the robot starts the interaction. It explains that although it does not have enough time to play the game, the animals are hungry and have to be fed again. After the retention-test is completed, the robot thanks the child, says farewell and she goes back into her class.
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Table 6.5: Amount of children who terminated the interaction due to the listed reasons with respect to the experimental conditions (reprinted with permission from Schodde et al. (2019)).

<table>
<thead>
<tr>
<th>Reasons for Termination</th>
<th>With Explanations (n = 22)</th>
<th>Without Explanations (n = 18)</th>
<th>Children in total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Played 30 rounds</td>
<td>11 (50%)</td>
<td>11 (61.11%)</td>
<td>22</td>
</tr>
<tr>
<td>Finished early due to high knowledge state (system's decision)</td>
<td>7 (31.82%)</td>
<td>5 (27.78%)</td>
<td>12</td>
</tr>
<tr>
<td>Finished early after re-engagement attempt (child's decision)</td>
<td>2 (9.1%)</td>
<td>2 (11.1%)</td>
<td>4</td>
</tr>
<tr>
<td>Finished early after 4 attempts to re-engage (system's decision)</td>
<td>2 (9.1%)</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>

6.3.5 Results

In the following the recorded data are analyzed with respect to the impact of explanations on understanding, motivation and learning gain. Further, the willingness to continue after states of disengagement is analyzed to investigate the effect of the robot’s re-engagement attempts.

6.3.5.1 Children’s Engagement

As described in Section 6.3.2, (1) the frequency of behavioral dis-engagement cues, such as yawning or heightened activity during the interaction (cf. Table 6.4), (2) the number of rounds played by the children, since they were free to quit at any given time, and (3) the reasons for termination are considered as indicators of children’s engagement.

Based on findings of study 2 and 3 it was highly expected that children become easily dis-engaged after a couple of rounds due to the procedural repetition and their short attention spans (cf. David Cornish et al., 2009, p. 73). However, only twelve children displayed one or more behavioral cues of disengagement, whereof n = 7 played in the explanation condition and n = 5 in the control group without explanations. Furthermore, their shown cues were identical with those named in the empirical basis, e.g., they played with their clothes or stood up and sat down again in a different posture while not paying attention to the tutoring interaction. However, a comparison of the numbers of observed dis-engagement cues between the conditions did not reveal any significant difference.

This is unexpected since the tutoring interaction lasted more than 18 minutes in the control condition (M = 18.16 minutes; SD = 2.18 minutes) and 23 minutes in the explanation condition (M = 23.76 minutes, SD = 3.97 minutes) excluding the pre-, post- and self-assessment test for the perceived learning. This is even longer than in study 2 (M = 18.63 minutes; SD = 3.05 minutes) in which children’s engagement significantly dropped towards the end (see Section 5.5). This means, although the interactions in the explanation condition are significantly longer (t(38) = 5.36; p < 0.001; d = −1.75), no significant higher rate of dis-engagement behaviors or early terminations can be observed. Furthermore, also the number of rounds played by the children revealed no significant difference (with explanations: M = 26.55, SD = 5.37; without explanations: M = 27.67, SD = 3.58). Although
a small tendency to play more rounds is observable in the control condition, which might hint to a higher engagement, the corresponding interactions were also much shorter on average. While this in turn could hint to a stronger engagement in the explanation condition, this is not supported when considering the numbers of early terminations.

As already mentioned, every interaction ended either because children aborted the interaction by themselves or after being asked subsequent to a re-engagement action, because the system decided to stop after four recognized states of dis-engagement or a high belief in the child’s learned knowledge is attained, or because the maximum of 30 rounds is reached. As depicted in Table 6.5, only some children dismissed after re-engagement attempts, while the majority of children played the full 30 rounds or finished early due to the system’s high belief of skill mastery. However, comparing the frequencies of terminations between the conditions does not reveal a significant difference, meaning, children continued or dismissed similarly often regardless of the robot’s explanatory behavior.

In summary, these results do not support hypothesis H1, because children did not appear to be more engaged when interacting with the robot that explains its beliefs and decision-making.

### 6.3.5.2 Learning Gain

To investigate hypothesis H2, whether children learn more when the robot explains its beliefs and decision-making during the training stage of the interaction, a pre-, post- and retention-test was administered to measure the learned words before, immediately after and 1 to 4 weeks after the tutoring interaction. To ensure that the large time deviations for the retention-test, which occurred due to holidays in kindergartens, did not affect the retention-test results an independent samples t-test is calculated, which shows no significant difference of the average delays between conditions (with explanations: $M = 12.95$ days, $SD = 7.05$ days; without explanations: $M = 11.39$ days, $SD = 6.61$ days).

As depicted in Figure 6.6a, the average numbers of correct answers in all tests are higher in the condition with explanations as compared to the control condition.
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Since large variances in the number of correct answer were already observable in the pre-test, the relative performance scores for the children’s learning gain as the difference between the pre- and post-test, and learning persistence as the difference between the post- and retention-test are calculated. The comparison of these values between conditions revealed a higher learning gain in the with explanations condition ($M = 3.05, SD = 2.19$) as compared to the condition without explanations ($M = 2.61, SD = 2.00$). In contrast, the learning persistence is slightly higher in the control condition ($M = 0.00, SD = 1.82$) as compared to the condition with explanations ($M = -0.09, SD = 1.95$). However, comparing these results with an independent samples t-test revealed no significant difference for any of them.

Because of the high standard deviations observed during the analysis of correct answers, it is further investigated which possible causes might have affected children’s learning. One reason for these high deviations might be based on the adaptive design due to which the termination points during the interaction varied from round 9 to round 30. Thus, in the following just children with an equal number of played rounds are compared in each analysis. In detail, just children with a number of 30 rounds ($n = 22$) are used and those are excluded who ended the interaction early due to dis-engagement ($n = 6$) or because of the system’s decision that the child’s skill mastery is high enough ($n = 12$). The resulting sub-sample of $n = 22$ children, with $n = 11$ per condition, is analyzed with an independent samples t-tests to compare the children’s learning gains and persistence.

The corresponding results show that children who played 30 rounds within the explanation condition demonstrated a significant higher learning gain ($M = 3.73, SD = 1.27$) as compared to those who received no supportive explanations from the robot ($M = 2.18, SD = 1.66$; two-tailed $t_{(20)} = -2.45, p = .024, d_{Cohen} = -1.04$; see Figures 6.6b and 6.7). For the learning persistence, however, no significant difference between the conditions is observable (see Figure 6.7).

When reconsidering the small group of $n = 12$ children, who quit early due to the system’s decision, a high learning gain from pre- to post-test in both conditions can be found (with explanations: $n = 7, M = 4.00, SD = 1.73$; without explanations: $n = 5, M = 3.80, SD = 2.78$). In the retention-test, however, the average diminished a bit in the explanation group ($M = -0.14, SD = 2.55$), while it...
remained the same on average in the control group ($M = 0.00, SD = 1.87$). Analyzing only those children who quit after a re-engagement attempt or because of four recognized dis-engagements revealed a negative learning gain between the pre- and post-test ($n = 4$, learning gain: $M = -0.50, SD = 1.29$), but a positive learning effect after a couple of weeks ($M = 1.25, SD = 0.96$) when playing with explanations. In contrast, children who played without explanations learned two new words from pre- to post-test ($n = 2.00, M = 2.00, SD = 0.00$), while they showed a negative learning persistence in the retention-test ($M = -1.00, SD = 0.00$). When just analyzing those children who got re-engaged by the robot and continued until the end of the interaction ($n = 6$) they showed a better overall learning gain (with explanations: $M = 4.00, SD = 1.00$; without explanations: $M = 2.33, SD = 2.52$) as compared to those who quit due to their dis-engagement. Further, with respect to their learning persistence, their knowledge slightly increased in the retention-test when playing without explanations ($M = 0.67, SD = 1.53$) and diminished a bit when explanations were provided ($M = -1.00, SD = 2.65$). However, because of the small sub-sample sizes and their uneven distribution between the conditions, no significance tests are calculated.

Summarized, hypothesis H2 that children will benefit from explanations about the robot’s beliefs and decisions regarding their learning gains is not fully supported for all children. However, when considering only those who played 30 rounds and did not quit early due to high knowledge beliefs or dis-engagement, significantly higher learning gains are observable when explanations are provided as compared to the control group. This leads, at least, to a partial support of hypothesis H2.

### 6.3.5.3 Perceived Learning

To assess the children’s perceived learning a self-assessment test was conducted in which they were asked to categorize the taught target words according to their low or high perceived knowledge (see Table 6.6). But due to a break in the protocol this test was only finished by $n = 31$ children.

Although most children seem to be fairly confident and categorized the target words into the green category (“good knowledge”), 57 out of 279 words are still categorized under the red category (“no knowledge”). Since the robot’s explanations expressed the SARTS’ belief about the child’s skills, first, the impact of these explanations on the child’s own estimated knowledge is tested. Therefore, the wordspecific agreement between the child’s self-assessment (high/low perceived knowledge) and the results in the post-test is calculated (right/wrong answer). An agreement is given, if children sorted the word
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into high perceived knowledge category and answered correctly or into the category of low perceived knowledge and answered wrongly (see Section 6.3.2 for more details).

However, the calculated overall agreement between children’s self-assessment and the post-test results are nearly equal on average between conditions (with explanations: 64.58%, $SD = 14.28%$; without explanations: 64.44%, $SD = 19.96%$). Running the same analysis only for learners who played 30 rounds revealed that those in the explanation condition have a higher certainty on average in estimating their perceived learning (64.44% agreement; $SD = 15.56%$; $n = 10$) than those in the control group (55.56% agreement; $SD = 19.25%$; $n = 8$). In contrast, for children where the system decided to quite early due to a good performance, the difference between conditions diminishes again, although they show the best self-assessment accuracy on average (with explanations: 72.22%, $SD = 5.56%$, $n = 4$; without explanations: 77.78%, $SD = 15.56%$, $n = 5$). However, all found differences are not significant and, thus, hypothesis H3 is not confirmed.

6.3.5.4 Re-engagement after dis-engagement

To investigate whether a SAR can effectively re-engage children, who show cues of dis-engagement in a learning interaction (H4a), children’s motivation to continue learning after a re-engagement attempt is analyzed. In total $n = 12$ children out of 40 showed 25 cues of dis-engagement. Half of these children ($n = 6$) were successfully re-engaged by the robot and continued the learning interaction until the very end (30 rounds). However, in one case the first attempt to re-engage was already unsuccessful. This child quit during the robot’s re-engagement action and, thus, also skipped the post- and retention-test. In five other cases, dis-engagement re-occurred a second, a third or even a fourth time and resulted in termination of the interaction either by the child or by the study system. But still, half of the dis-engaged children could be re-engaged and motivated by the robot to continue the learning interaction and, thus, hypothesis H4a is, at least, partially supported.

To investigate whether the success of re-engagement attempts is affected by prior explanations why the system thinks a re-engagement action is necessary (H4b), further analyses are conducted. However, they revealed no significant differences between conditions. While 13 out of 17 (76.47%) re-engagement attempts were successful in the explanation condition, six out of eight (75%) yield a positive effect in the control group and, thus, hypothesis H4b is not supported.

In summary, although 30% of the children showed in sum 25 cues of dis-engagement and, thus, received re-engaging actions from the robot, 76% of these actions were successful. Consequently, most of the children who received a re-engagement action continued the learning interaction, whereas half of them even endured until the very end of 30 rounds. However, an effect for additional explanations by the robot was not observed.

6.3.6 Discussion

The presented study was aiming for evaluating the developed strategies to support young children’s perceived and affective learning, as well as the engagement. While the scaffolding strategies to address the affective learning and engagement are used in both study conditions, the explanations to support
learners’ perceived learning are just used in one condition. As hypothesized, the language learning interaction provided by an adaptive SARTS resulted in higher vocabulary knowledge for all children independent of the study conditions. Furthermore, it can be observed that the knowledge learned from the SARTS persisted over several weeks.

Regarding the effects of explanations as a scaffold, the results revealed interesting facts. While the measured perceived learning and learning gain for the whole sample did not differ between the conditions, a more detailed follow up analysis revealed that the provided explanations did have a strong impact on a particular sub-group of participants, namely, children who completed all 30 rounds. These learners showed a tendency to a higher perceived learning in the self-assessment and achieved significantly better post-test results when the robot used explanations, compared to those in the control group. However, since these findings are a result of a follow up analysis with a reduced sample size of 11 children per group, it should be regarded with caution. But still, since the means for the whole sample of 40 children show a tendency into the hypothesized direction and the conducted tests on the sub-samples show a large effect size, this hints to the general existence of a difference caused by the robot’s explanations and allows to make the assumption that the found effects will be even stronger with a larger sample size.

However, the results also revealed that the effect does not affect all children equally. For those children who quit the interaction earlier due to dis-engagement or a good performance no significant difference can be observed. The latter performed equally well with or without additional scaffolding by means of explanations provided by the robot, whereas the group of “low engagers” who quit early due to dis-engagement performed even worse if the interaction is lengthened by explanations. However, due to a small sub-sample size no reliable inferential statistics can be get and, thus, future work with larger sample sizes has to further explore the effects of explanations on children, who are rapidly dis-engaged or show a good performance during the interaction.

Since children, who ended earlier because of a good performance with a fast knowledge increase after a few rounds, showed a similar learning increase as compared to those who played 30 rounds with explanations they can be regarded as “fast learners”. In contrast, those children, who take their time to get familiar with the learning content and, thus, played the full amount of 30 rounds can be regarded as “slow learners”.

A possible explanation for the differing results between these groups and, in particular, for the positive impact on slow learners, is that the verbal explanations mitigated their uncertainty about their own performance, the robot’s beliefs and the next tasks to be taken. In other words, in case of a non-optimal performance or increased uncertainty the SAR can provide explanations as a scaffold through which it reduces the felt uncertainty and the learner’s cognitive load. However, although the used strategy affected the learning gain of slow learners in the expected directions, no significant impact on their perceived learning was found. This might be due to the observed problems of children to perform the self-assessment test to measure their perceived learning, which can be a result of their age group that just starts to develop the required self-monitoring abilities associated with SRL. Thus, they still might lack the ability to consciously access their own perceived learning, which might have negatively
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effected the self-assessment test results. However, the explanations still might have positively affected the perceived learning of all children, which is, at least, partially supported by the observed tendency towards better perceived learning assessment results for slow learners.

Fast learners, instead, may not have been able to benefit from the provided explanations at all, since they might have a higher task and learning proficiency in general, which prevented them from working in the ZPD so that no additional scaffolding from the robot was required. This is further supported by their higher prior knowledge already observable in the pre-test results, because of which they might have performed better right from the start and, thus, received more positive feedback throughout the interaction. This resulted in a higher cognitive and affective learning, which in turn may have resulted in an increased internal perceived learning. Because of this, the fast learners’ uncertainty could have been further reduced, leading to an even smaller effect of the provided explanations and to comparable learning gains in both study conditions. Regarding the low engagers, however, it was observed that additional explanations seem to further distract them, which in turn resulted in a negative impact on their learning gains. The robot’s longer speech acts might have bored them and, thus, they probably did not pay sufficient attention to the robot and the interaction to benefit from the provided explanations. This, in turn, could have resulted in the worse learning results as compared to those in the respective control group without explanations.

Regarding the provided scaffolding for the affective dimension and engagement a positive effect on young children’s overall engagement and motivation was found. Although the interaction was longer as compared to study 2 (cf. Section 5.4.5), fewer cues of dis-engagement were observed. Consequently, the robot’s default behavior including iconic gestures while introducing new words and an adaptive tutoring interaction combined with small socially supportive feedback behaviors, as well as re-engaging actions to repair dis-engagement, led to an overall more engaging interaction and, with that, to more concentrated and longer playing children. More specifically, the robot’s re-engagement actions, such as waving or asking the child to stand up for stretching their arms, showed a success rate of 76%, so that 50% of the children who started to get dis-engaged continued the interaction up to the maximum number of 30 rounds after one or more re-engagement attempts by the robot. Those children further showed a good learning gain indicating that their dis-engagement was at least temporarily cured. Note that the robot directly asked the children after each re-engagement action whether they want to quit or continue the tutoring session. In general, this positive influence of re-engagement actions might be attributed to their alleviating effect on children’s negative affective and cognitive states, such as inattentiveness or boredom. Especially physical actions, such as standing up or stretching the arms could have led to more concentration, as necessary for cognitive learning, and to higher engagement and affective learning. Furthermore, the robot’s reactions to children’s cues of dis-engagement unveiled its improved ability of actively keeping track of the learner. With this the robot appears not only to be able to keep track of children’s knowledge state, but is also attentive to their affective states. Knowing that the robot can notice distraction or inattentiveness might have additionally fostered children’s endeavor to concentrate on the task. However, making this ability even more salient by the use of verbal explanations did not increase this effect.
6.4 Summary

To allow for a SARTS to provide an optimal learning interaction for young children not only their cognitive learning has to be addressed but also their perceived and affective learning as well as their engagement. In particular, when trying to push the learner into the ZPD scaffolding is required to succeed within the tasks. However, the body of knowledge regarding which scaffolding strategies can be used by a SARTS to optimally support young children’s learning in all its facets (RQ2) is still limited. Thus, this chapter aimed for extending this knowledge base by examining, inter alia, what are the relevant behavioral cues to track the engagement (RQ2.1), as well as which actions can be used by a SARTS to scaffold young children’s engagement and affective learning during foreign language learning interactions (RQ2.2). To this end, an empirical basis was established based on expert’s assessments and suggestions. It provides information about which engagement related affective and cognitive states are important for learning interactions and, thus, need to be tracked, how they can be tracked and how a SAR should react to regulate these particular states.

In addition, it was studied which strategies can be applied to scaffold young children’s perceived learning during foreign language learning interactions (RQ2.3). With this goal in mind, a concept was developed to address the perceived learning dimension by allowing the robot to verbally express the SARTS’ beliefs about the learner’s knowledge and the resulting next steps in the learning interaction. The identified strategies were evaluated in a study with $n = 40$ kindergarten children. As hypothesized, language learning with the developed SARTS led to higher vocabulary knowledge for all children independent of the study conditions. Furthermore, it was observed that the learned knowledge persists over several weeks. However, regarding the effect of explanations on young children’s learning the results are inconclusive. While this scaffolding strategy showed a strong impact on the learning process of slow learners, fast learners’ measured perceived learning and learning gains remained unaffected. This is probably due to fast learners’ higher learning proficiency so that they did not need additional scaffolding from the SARTS. For slow learners, instead, this scaffolding seemed to be required. It might have mitigated their uncertainty about their own performance, the robot’s beliefs and the next tasks to be taken, which then has positively influenced their learning performance.

With regard to the re-engagement strategies, the evaluation showed promising results. Most of the designed strategies were successful and half of the dis-engaged children had been re-engaged so that they played the game until the end and achieved similar learning gains as compared to those who were fully engaged throughout the whole interaction. However, for some children the strategies failed and might even have influenced their engagement negatively.

In conclusion, the different positive effects found in the presented study indicate that the presence of a SAR can be leveraged to maintain children’s commitment to the learning task and also the interaction as a whole. These findings enrich the body of knowledge on how a SARTS can support the different dimensions of learning besides the cognitive domain and also point to new important questions to be answered in the future. In particular, the study results highlight again the differences between children and the importance of an adaptable SARTS to respond to their individual needs properly. However, this requires a more sophisticated student model containing a detailed student profile, which is not that
easy to establish since just a small portion of the required information is directly accessible and the rest has to be inferred indirectly. Further, this information and the matching reactions (actions) have to be made available for the planning process, allowing for the SARTS to simulate their influences on the interaction and make an optimal decision.

In the following chapter a first step into the direction of an integrated model is taken that incorporates all findings of this thesis so far.
All students can learn and succeed, but not all on the same day in the same way.

— William G. Spady
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An Integrated Model

At this point a suitable tutoring setting, structure and feedback behavior were identified and implemented in a basic SARTS. This system was extended by the A-BKT model to trace the learner’s knowledge state (student model) and, based on this, to plan the next steps of the tutoring interaction with respect to teaching content and tasks difficulties (pedagogical module), which is able to increase children’s learning performance and to maintain their engagement. In addition, the affective and cognitive states important for learning, as well as the related behavioral cues, have been identified, which can be used to recognize kindergarten children’s engagement. Finally, different scaffolding strategies applicable by a SAR or SARTS, respectively, to address learning in all its dimensions have been identified and evaluated. However, these aspects are not fully integrated into the SARTS yet. Thus, this chapter focuses on how to combine them with the A-BKT to create an integrated model that is capable of considering the learning dimensions’ interconnections and allows for an autonomous interaction with online adaptation (RQ3).

To investigate RQ3, this chapter describes how the previously developed A-BKT model can be extended to also incorporate the previously identified scaffolding strategies and their influences on the different learning dimensions. This includes influences of the learner’s engagement, suitable scaffolding strategies, i.e., re-engagement actions and iconic gestures, as well as their costs and effects on the learning outcome. Furthermore, the robot’s ability to provide explanations about its internal beliefs, e.g., the learner’s skill mastery, and the consequences for the tutoring interaction is integrated (Section 7.1). Subsequently, the resulting integrated model is evaluated with simulations of different learner types derived from the previous studies, which allows to demonstrate the model’s behavior during a tutoring interaction. Finally, the corresponding results are discussed and existing limitations are identified that have to be investigate in future studies (Section 7.2).
7.1 Decision-Theoretic Integration into the A-BKT Model

Usually the architectures of ITSs separate information about students’ knowledge and engagement (student model) from the decision-making component (pedagogical module). However, combining both in a single model enables the system to simulate mutual influences of the strongly correlated learning dimensions, as well as the engagement, and to react accordingly. This in turn allows to avoid unnecessary behaviors, such as re-engagement attempts or iconic gestures, which would be triggered regularly as preventive actions if the decision-making module cannot assess the effect of the different learner states on the learning progress. Because this would lengthen the interaction unnecessarily, it might reverse the desired effects and cause, inter alia, boredom or frustration.

The previously developed A-BKT model already combines both modules and, thus, serves as a basis for the integrated model. It is based on the traditional BKT approach, which was extended and modified by adding an action decision node and splitting up the binary skill belief into six single states. These changes also necessitated the modification of the original update function of BKT. The new update function was carefully selected to maintain maximal flexibility with respect to further extensions of the model later on. Consequently, it is now easy to incorporate the learner’s engagement, additional re-engagement actions, iconic gestures and tutoring explanations and, with that, to build the novel Probabilistic Tutoring Model for Autonomous Online Planning based on Predictive Decision-Making (ProTM). However, to be able to model all important influences of each scaffolding strategy and to simulate different learner types to demonstrate the behavior of the ProTM later on, information from further analyses of the previous studies is required.

7.1.1 Extended Analysis

To integrate the different scaffolding strategies two different pieces of information are needed, which can be derived from the previous studies. First of all, information about the influences of each strategy on the likelihood to observe a correct answer is required. This crucial information affects the action selection, in particular when supportive scaffolding actions are available for which the respective benefits need to be estimated and considered during the planning process. Second, the influences of the different strategies on the skill belief update need to be considered, meaning, whether a strategy supports the learner to achieve a higher performance in the dimension of cognitive learning or not. This is particularly important since such an influence would require the incorporation of the respective aspect into the model’s belief update function. While the latter was already investigated in the respective studies, the influences of the different strategies on the likelihood of observing a correct answer were not analyzed yet. Thus, in the following this is done by examining children’s frequency to answer correctly with respect to the effects of combining the A-BKT model with iconic gestures (study 2), re-engagement actions and explanations (study 4).

First, the effects of iconic gestures and the different tutoring strategies (adaptive versus random) on learners’ frequency to answer correctly is analyzed by running multiple independent samples t-tests on data of study 2. Regarding the tutoring strategies, no significant effect is found. Children who played
with the adaptive system achieved on average 70.00% (SD = 13.51%; n = 15) correct answers during training compared to those in the control condition with an average of 74.17% (SD = 13.31%; n = 16). For the use of iconic gestures, however, a significant effect can be found so that children who played with gestures answered significantly more tasks correctly on average than those playing without them (with gestures: n = 16; M = 88.12%, SD = 11.67%; without gestures: n = 15; M = 70.00%, SD = 13.51%; t(29) = −4.005; p < .001; d = −1.439).

Analyzing the effect of iconic gestures more deeply by examining the two hardest to remember words of each child, which were particularly addressed by the A-BKT model, revealed again a positive effect with gestures answered significantly more tasks correctly on average than those playing without them (with gestures: n = 16; M = 88.12%, SD = 11.67%; without gestures: n = 15; M = 70.00%, SD = 13.51%; t(29) = −4.005; p < .001; d = −1.439).

Second, analyzing the data of study 4 with respect to the effect of explanations on children’s frequency to answer correctly revealed that those who played with explanations achieved a slightly lower frequency of correct answers on average (n = 22; M = 72.09%, SD = 14.95%) as compared to the control group without explanations (n = 18; M = 73.82%, SD = 10.31%). However, this difference is not significant. When comparing only children who played the full 30 rounds (slow learners; n = 22; M = 69.96%, SD = 8.34%) with those who quit early because of a high knowledge state (fast learners; n = 12; M = 86.96%, SD = 6.93%) this reveals a significant difference (t(32) = −6.016, p < .001, d = −2.16). This is not surprising since fast learners also showed a better learning performance because of which the learning interaction ended early. But when analyzing both groups with respect to the effect of explanations, no significant difference can be found anymore. While slow learners achieved an average of 69.03% (SD = 10.59%; n = 11) of correct answers during the interaction with explanations and 70.85% (SD = 5.69%; n = 11) without explanations, fast learners achieved an average of 87.45% (SD = 7.59%; n = 7) correctly answered tasks with and 86.22% (SD = 6.66%; n = 5) without explanations.

Finally, comparing the average frequencies of correct answers when children received re-engagement actions and quit early (M = 54.86%, SD = 6.86%; n = 4) with those who received re-engagement actions and played until the end (M = 73.33%, SD = 5.58%; n = 6) an obvious difference can be found. However, this difference diminishes when comparing the different conditions. Children who quit early showed an average correctness of 50.51% (SD = 7.14%; n = 2) with explanations and 59.21% (SD = 3.81%; n = 2) without them, while for those who played until the end the effect was even smaller (with explanations: M = 72.22%, SD = 7.70%; n = 3; without explanations: M = 74.44%, SD = 3.85%; n = 3). However, since this is just an analysis of observed subgroups in the whole sample and these groups are too small, no significance tests could be applied.

In summary, the average frequencies of correct answers provide indicators of how the different strategies influenced the likelihood to observe a correct answer during the interaction. Thus, the frequencies serve as basis for the following integration process of all strategies, as well as to inform simulations of different learner type, and will be regarded as the respective likelihoods of observing and providing a correct answer, respectively.
In the following, the results of study 2-4, as well as of the extended analysis above, are discussed with respect to the integration of the different scaffolding strategies (iconic gestures, explanations and re-engagement actions) into the A-BKT model. This includes results regarding the strategies’ effects on the learner’s learning progress, the likelihoods to observe a correct answer and the engagement.

7.1.2.1 Iconic Gestures

Some of the effects of iconic gestures were already examined in study 2, where they were continuously presented, since they were not yet integrated into the A-BKT model. Nonetheless, the results demonstrated that teaching actions supported by iconic gestures can boost the learning process when used together with an adaptive system (see Section 5.4). A possible explanation can be derived from the A-BKT model’s skill selection behavior. It addresses those skills more often, which yield the highest answer error rates. Consequently, the children who learned with the A-BKT model got additional support or scaffolding, respectively, in form of iconic gestures for particularly those skills they were struggling most with. Moreover, this additional support further resulted in a significant increase of the likelihood to observe a correct answer from the learner (see Section 7.1.1) and, thus, in a better “flow” of the learning interaction, which in turn can increase students’ perceived and cognitive learning.

However, because of these benefits on the students’ learning process, the action selection of the adaptive model would prefer teaching actions supported by iconic gestures all the time, even if they are not required. As mentioned above, the positive effects shown by the A-BKT model combined with iconic gestures can be traced back to the individual support of the hardest to remember skills for each learner in the corresponding condition. Consequently, it can be assumed that iconic gestures are mainly beneficial for these particular skills and should be applied just for them. This prevents the interaction to be lengthened unnecessarily, which could cause negative effects on the learner’s engagement. In fact, the results of study 2 demonstrated that although iconic gestures resulted in a higher overall engagement, a significant drop can be observed towards the end. For the adaptive system, however, this drop was barely existent (see Section 5.4). This allows the assumption that using the gestures only in situations where they are required and, thereby, not lengthening the interaction unnecessarily, might result in a smaller engagement drop and a significant interaction effect as it was observed for the students’ learning progress. This is further supported by experts’ suggestions in study 3 that providing a higher variability in the robot’s behaviors can prevent children to dis-engage more frequently (see Section 6.2).

Consequently, to benefit from the positive effects of iconic gestures they are added to the A-BKT model as new teaching actions of the decision node \( TA_t \), formerly known as \( A_t \) (see Figure 7.1 and Table 7.1). As before, each action represents one of four task difficulties, but is available in two versions now, either with or without iconic gesture support. Further, since \( TA_t \) still influences only the likelihood of observing a correct answer and the skill belief update, the positive influence of iconic gestures is modeled by modifying the respective values in the conditional probability tables. Finally, costs \( C_{ta}(ta) \) for each teaching action \( ta \in TA_t \) are introduced, in particular, for those with iconic gestures. These costs are offsetted against their usefulness in the respective teaching situation that is represented by the
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individual error rate per target word (see Section 7.1.3). In sum, this results in applying iconic gestures only for hard to remember skills where the error rate is high enough, which is assumed to yield the best benefit for the learner.

7.1.2.2 Explanation Strategy
The explanation strategy is intended as a scaffold for learners’ perceived learning and, with that, as indirect support for their cognitive learning. In fact, evidence for the latter was found in the results of study 4. Although children’s frequency to answer correctly remained the same independent of the study condition (see Section 7.1.1), the results demonstrated that adding explanations can result in significantly higher learning gains (see Section 6.3). However, this effect was just observed for slower learning children. Already proficient learners, who went through the interaction quickly without many mistakes, did not benefit from them. Again, this highlights the possibility to adapt the interaction to each learner, which in turn can prevent possible negative effects on the learners’ engagement, since these actions also lengthen the interaction.

Figure 7.1: Visualization of the ProTM. The basic A-BKT (gray background) is extend with additional action nodes for explanations $Ex^t$ and re-engagements $EA^t$, as well as the corresponding cost nodes $C_{ea}$, $C_{ea}$ and $C_{ea}$. Furthermore, a cost for teaching actions $TA^t$ is introduced and the learner’s engagement $E^t$ and the corresponding behavioral cues of being tired $T^t$, distracted $D^t$ or hyper-active $Ac^t$ were added. Additionally, all new influences between time-slices are shown and their value is measured by a utility value $U_L$ associated with the future belief about the children’s skill mastery level.
An Integrated Model

Although, the results of study 4 did not show a significant higher rate of dis-engagement cues in the condition with explanations, this does not guarantee that no negative influences can occur. Since first indicators were already found that time consuming supportive strategies, such as iconic gestures, can have a negative influence on the learner’s engagement, this might also apply to additional explanations. Perhaps, the interaction in study 4 was not long enough and applying them in a long-term study with multiple sessions might cause the negative effects to emerge measurably. However, this can be prevented by using also this scaffolding strategy adaptively, i.e., turning it on only if necessary, so that it results in a higher variability of behaviors shown by the robot, which, according to educators, can even support learners’ engagement (see Section 6.2). Moreover, this maintains a productive interaction that is as short as possible and as long as necessary, which in turn might cause a higher long-term motivation of the learner so that she comes back and plays again later on. Finally, completing the learning content efficiently can again support the learner’s feeling of flow and can lead to better learning outcomes (Craig et al., 2004; Hamari et al., 2016). Thus, the adaptive use of explanations can promote not only the learner’s perceived learning but also her engagement, as well as affective and cognitive learning indirectly.

To benefit from these positive effects, a new action decision node $Ex^t$ is added to the A-BKT model (see Figure 7.1 and Table 7.1). Furthermore, since study 4 demonstrated that adding explanations can result in significantly higher learning gains (see Section 6.3), while the likelihood to observe a correct answer remains the same (see Section 7.1.1), only the influence on the student’s learning progress is modeled. Finally, costs $C_{ex}(ex)$ for applying the explanation strategy are added to the model, which are offsetted against the learner’s global error rate. In contrast to the implementation of iconic gestures, this error rate is not skill-dependent and accumulates for all skills throughout the whole interaction. This enables the model to distinguish between the different learner types (slow and fast learners) and to apply explanations only if required. That is, if the error frequency is high enough (slow learner), the benefits of using explanations will be higher than their costs so that they will be applied by the robot. However, since no negative short-term effect was observed yet, this cost mechanic is only applied from the fifth round and the SARTS is forced to use explanations before. This is intended to provide optimal support for slow learners right from the beginning, while fast learners will stay unaffected.

7.1.2.3 Re-Engagement Actions

The learner’s engagement is crucial for a learning interaction and can be influenced by the interaction itself, as well as by different scaffolding strategies. In general, a dis-engaged learner will probably not pay sufficient attention to the system or will not think deeply enough about the task, which can result in a higher likelihood of answering wrongly or even terminating the interaction. This was also observed in study 4, in which children who quit early due to four re-engagement attempts or decided to quit after such an attempt, which can both be interpreted as high dis-engagement, showed a higher rate of wrong answers as compared to the remaining children (see Section 7.1.1). Furthermore, they learned much less as compared to children who received re-engagement actions and continued until the interaction ended after 30 rounds (see Section 6.3).
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<table>
<thead>
<tr>
<th>Added Aspects</th>
<th>Model Modifications</th>
<th>Modeled Influences and Restrictions</th>
</tr>
</thead>
</table>
| Iconic gestures     | new teaching actions for TA\(^t\)                        | Influence the belief update and the likelihood of observing a correct answer  
                      | cost node \(C_{ta}(ta)\)                                | Restricts the use of gestures to hard to remember words |
| Explanations        | actions decision node \(Ex^t\)                           | Influences the belief update                         |
|                     | cost node \(C_{ex}(ex)\)                                | Restricts the use of explanations to slow learners only |
| Engagement          | latent variable \(E^t\)                                 | Influences the belief update and the likelihood of observing a correct answer |
|                     | observable cues \(Ti^t, Ac^t, Di^t\)                    | Influence the Engagement \(E^t\)                      |
| Re-engagement       | action decision node \(EA^t\)                           | Influences the single observable dis-engagement cues \(Ti^{t+1}, Ac^{t+1}, Di^{t+1}\) |
| actions             | cost node \(C_{ea}(ea)\)                                | Restricts the use of re-engagement actions to a sufficient level of dis-engagement |

Table 7.1: All modifications made to the A-BKT model to add the different scaffolding strategies.

But although the use of re-engagement actions can help learners to re-focus and re-engage into the interaction, they are also time consuming. Similar to the use of iconic gestures and explanations this lengthen the interaction, which might cause the contrasting effect of dis-engaging the children by boring them and, thus, they should also be used adaptively.

Consequently, to consider the learner’s engagement during decision-making, \(E^t\) is added as a further observable variable, which influences the likelihood of observing a correct or wrong answer, as well as the skill belief update (see Table 7.1). As depicted in Figure 7.1, the learner’s engagement \(E^t\) (discretized as low, mid and high) is calculated from three different cue groups for dis-engagement, i.e., tired (\(Ti\)), distraction (\(Di\)) and active (\(Ac\)). They can be regarded as abstract groups of behavioral cues identified in the expert interviews presented in Section 6.2. While the model can also receive the engagement from an external classifier, the direct inclusion of each single dis-engagement group yields further benefits. They can serve as a basis for the ProTM to select appropriate re-engagement actions to be executed by the SARTS. This is particularly important, since different dis-engagement reasons call for different re-engagement actions. For example, if a learner is very active and wants to move, an invitation to stand up and perform some easy physical exercises can reduce her urge to move and, subsequently, help to calmly sit down and concentrate on the learning interaction again. Therefore, another decision node \(EA^t\) is added that provides re-engagement actions for all possible combinations of dis-engagement groups, as well as for each group on its own. However, currently these actions are just placeholders that have to be mapped onto executable behaviors for the SARTS later on.

Finally, costs \(C_{ea}(ea)\) for each re-engagement action \(ea \in EA^t\) are introduced, which prevent the system to apply them instantly if the learner’s engagement drops just a bit. Only if a moderate or high level of dis-engagement is observed by the tutoring system that drastically reduces the likelihood of observing a correct answer and, thus, hampers the learning progress, the cost of an additional re-engagement action is covered.
7.1.3 Formalization

After modifying the A-BKT model by adding all scaffolding strategies some of the equations need to be adapted, too. Since the different strategies showed influences on children’s learning gain and/or frequency to answer correctly, the changes mainly apply to the skill belief update and the action selection, which will be described in the following.

7.1.3.1 Belief Update

The old A-BKT belief update is based on a simple Bayesian update function and, thus, can easily be extended to incorporate the novel extensions. Since all influences on the observable and latent variables are modeled as conditional probabilities, the learner’s engagement $E_t$ and explanations $E_{xt}$ have just to be added as further conditions. Adding teaching actions with iconic gesture support does not even involve an explicit change of the update equation, since they just have to be included into the action space $TA_t$ and their influences on $p(O_t)$ and $p(S_{t+1})$ can be modeled via the respective conditional probability tables. In summary, the described adaptations for the belief update function result in the following equation applied to all $s_k \in S_{t+1}^i$:

$$p(s_k) = p(s_k|o^t, ta^t, E^t, ex^t) = \sum_{s_j \in S^i_t} \sum_{e_l \in E^t} \frac{p(s_k, o^t, ta^t, e_l, ex^t, s_j)}{p(o^t, ta^t, e_l, ex^t)} \cdot p(s_j) \cdot p(e_l) \cdot p(ex^t) \cdot p(o^t) \cdot p(ta^t) \cdot p(e_l) \cdot p(ex^t)$$  \hspace{1cm} (7.1)

$$= \sum_{s_j \in S^i_t} \sum_{e_l \in E^t} \frac{p(o^t|s_j, ta^t, e_l) \cdot p(ta^t|s_j) \cdot p(s_j) \cdot p(e_l) \cdot p(ex^t) \cdot p(t)}{p(o^t, ta^t, e_l, ex^t)}$$  \hspace{1cm} (7.2)

where

$$p(t) = p(s_k|s_j, o^t, ta^t, e_l, ex^t) = \sum_{t \in Ti^t} \sum_{d \in Di^t} \sum_{a \in Ac^t} p(e_l|ti, di, ac) \cdot p(ti) \cdot p(di) \cdot p(ac), \forall e_l \in E^t$$  \hspace{1cm} (7.3)

As previously mentioned, and also depicted in Equation 7.5, the ProTM calculates the engagement from three abstract cue groups, called tired ($Ti^t$), distracted ($Di^t$) and active ($Ac^t$). Each of these groups is associated with a set of behavioral cues (see Section 6.3.1.3 for more details) that have been identified in the conducted expert interviews (see study 3 in Section 6.2) and yield the potential either to be tracked automatically or to be wizarded by a human. While it is also possible to fed in the engagement level directly from an external classification framework, such as Affectiva Affdex (McDuff et al., 2016), this would restrict the selection of suitable re-engagement actions (see Section 7.1.2.3).

7.1.3.2 Predictive Decision Making

The process of predictive decision-making is divided into two major parts. First, the next skill to address is chosen and, second, the actions to be performed by the SARTS are selected. While the old A-BKT model had to choose just one action at a time, now, the action space is extended to also incorporate the new scaffolding strategies, which require to make multi-step decisions. Although a teaching action
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Choosing the next skill to address

Despite all the changes made to the A-BKT model to incorporate the novel strategies, the basic skill selection remains the same. That is, the next skill to address is still identified by comparing the belief state \( p(S_t^i) \) of each skill with the desired goal belief state \( p(S_{opt}) \).

\[
next\_skill = \arg\min_{S_t^i \in S} \left[ \alpha(S_t^i) \cdot \text{KLD}(p(S_t^i), p(S_{opt})) \right]
\]  

(7.6)

Since the application of the Kullback-Leibner divergence (KLD) requires at least some probability mass in each bin, \( p(S_{opt}) \) still represents the probability distribution in which \( \approx 99.99\% \) of the probability mass is located in the last bin/state, meaning, being \( \approx 99.999\% \) sure that the learner has mastered the current skill to 100%. The comparison is still done by incorporating the KLD, while the parameter \( \alpha(S_t^i) \) is used to control the skill repetitions. It can range from 0.0 to 1.0, is decreased by 0.3 each time the same skill \( S_t^i \) is addressed and increased again by 0.15 if another skill is being practiced. This prevents the system to repeat a hard to remember skill over and over again and allows to switch to other skills in between before addressing the hard one again.

However, for large skill spaces this algorithm for skill selection becomes intractable. To resolve this problem, the skill space \( S \) can be divided into smaller parts (chunks) \( S_i \) of custom size \( n_{chunk} \) that can be taught one after another (see Figure 7.2). Thus, after all skills of a chunk are learned, the SARTS can switch to the next chunk and continue until all chunks or skills, respectively, are learned. This can be achieved by utilizing one of the termination reasons introduced in study 4. If the average skill mastery of all skills contained in the current chunk \( S_i \) is \( \geq \epsilon \), the system assumes that this chunk is mastered and switches to the next one.

Choosing the next tutoring and scaffolding actions

In contrast to the skill selection, the algorithm for choosing the next action to be performed in the learning interaction has to be modified. Up to now, the process of choosing the next action was limited to one action at a time, which was done for simplicity reasons. Further, since all actions had the same costs, the definition of suitable cost and utility values was postponed, because there was no need for a full fledged utility based selection function yet. However, the now added actions require to be able to make multi-step decisions and further require the consideration of different costs of actions dependent on the current situation. Therefore, the costs \( C_{ta}(ta), C_{ea}(ea) \) and \( C_{ex}(ex) \) for each of the

---

Figure 7.2: Visualization of skill space chunking with nine skills (red) distributed onto three chunks (gray) of length three.
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decision nodes TA, EA and Ex are introduced. All cost functions have their own dynamics and reduce the utility $U_s(s_j)$, which values the learning progress itself, so that the whole process is a classical cost-benefit analysis with the goal to find a series of actions to maximize the expected utility $EU(ta, ea, ex)$.

$$\text{next_actions} = \arg\max_{ea \in EA^t, ta \in TA^t, \text{ex} \in Ex^t} [EU(ta, ea, ex)] \quad (7.7)$$

The expected utility $EU$ is calculated based on classical decision theory and, thus, can be derived from the graphical representation of the ProTM:

$$EU(ta, ea, ex) = \sum_{s_k \in St^t+i} \sum_{o_j \in O^t} p(s_k|o_j, ta, E^{t+1}, ex) \cdot U_{all}(s_k, ta, ea, ex) \quad (7.8)$$

with

$$U_{all}(s_k, ta, ea, ex) = U_s(s_k) - C_{ta}^*(ta) - C_{ea}(ea) - C_{ex}^*(ex) \quad (7.9)$$

Furthermore, the engagement $E^{t+1}$ is calculated based on the new dis-engagement cue values after an action $ea \in EA^t$ has been executed:

$$p(E^{t+1}) = \sum_{t \in Ti^{t+1}} \sum_{d \in Di^{t+1}} \sum_{a \in Ac^{t+1}} p(E^{t+1}|ti, di, ac) \cdot p(ti) \cdot p(di) \cdot p(ac) \quad (7.10)$$

while for each cue $CU$

$$p(CU^{t+1}) = p(CU^{t+1}|CU^t, ea) \cdot p(CU^t) \cdot p(ea) \quad (7.11)$$

$$p(ea) = \sum_{t \in Ti^t} \sum_{d \in Di^t} \sum_{a \in Ac^t} p(ea|ti, di, ac) \cdot p(ti) \cdot p(di) \cdot p(ac) \quad (7.12)$$

Thus, the utility $U_{all}$ is calculated based on a set of actions $[ta, ea, ex]$ and the simulated effect of these actions on each state $s_k \in p(S_{t+i})$, as well as the engagement $E^{t+1}$. More precisely, $U_{all}$ accumulates the costs for a specific set of actions with the utility $U_s$, which represents a value associated with the learning progress achieved by applying this set of actions. It is larger the closer these actions push the skill mastery belief $p(S_{t+i})$ to the desired optimal belief $p(S_{opt})$.

Cost Functions

The dynamics of most cost functions depend not only on the corresponding action types but also on additional parameters associated with the respective field of application. For example, the costs $C_{ta}^*(ta)$ for teaching actions are calculated as follows:

$$C_{ta}^*(ta) = C_{ta}(ta) - \delta(S_i) \geq 0 \quad (7.13)$$

Although the former teaching actions still have no costs, they are required for the additional scaffolding through iconic gestures, since the system would prefer these actions over actions without gestures because of their benefits. To prevent this, the additional costs $C_{ta}(ta)$ are introduced, which are
reduced by the skill dependent error rate $\delta(S_i)$, which ranges from 0.0 to 1.0 and represents the frequency of answering tasks wrongly that are associated with the skill $S_i$. Note that costs can never be negative so that a high $\delta(S_i)$ can reduce the costs of all novel actions maximally to zero, whereby costs for the former teaching actions remain constant. This results in converging costs of actions with and without iconic gestures until the benefits of using additional gestures predominate. Currently the value for $\delta(S_i)$ is calculated based on the last four given answers of tasks addressing $S_i$ and the sweet spot at which the system will start to use iconic gestures is set to an error rate of 50%. This implementation is based on the extended analysis of the average error count for children’s two hardest skills in study 2. While those who learned in the adaptive condition with iconic gesture support showed an average error count of $2.27 (SD = 2.26)$, children who learned just with the adaptive system had an average error rate of $3.97 (SD = 2.03)$. Consequently, iconic gestures are able to reduce the error rate per skill and it can be assumed that when two or more errors occurred, a hard to remember skill is taught and, thus, should be supported by iconic gestures to reduce the error rate of the learner for future tasks.

Similarly, also the costs of explanations $C_{ex}(ex)$ are reduced by the learner’s error rate, but by her global error rate $\gamma$.

$$C_{ex}(ex) = C_{ex}(ex) - \gamma \geq 0 \quad \text{(7.14)}$$

This implementation is based on the observation of study 4 that children who learned slower and made more mistakes during the learning interaction benefited more from explanations provided by the SARTS. Consequently, the student’s global error rate $\gamma$, which ranges from 0.0 to 1.0, is accumulated over the whole interaction and reduces the costs of providing additional scaffolding through explanations most when $\gamma$ is maximal. Currently, the balance between costs and benefits is reached at an error rate of 23%. This is based on the extended analyses of study 4, which showed a global error rate of 30.04% on average ($SD = 8.34\%$) for slow learners compared to an average of 13.04% ($SD = 6.93\%$) for fast learners. Since in both groups no significant difference in the average error rates was found between conditions, it can be assumed that a global error rate above 19.97% ($M + SD$ of fast learners) will identify slow learners. However, using an error rate right on the border increases the possibility of misclassifying a fast as a slow learner or the other way round and, thus, a threshold approximately in the middle of both averages is chosen.

In contrast, the costs $C_{ea}(ea)$ for re-engagement actions are independent of any external parameters. They are simply reduced by the positive effects of being highly engaged. For example, a dis-engaged child might fail at solving the presented tasks frequently, because of a lack of attention. In this case the likelihood $p(O = \text{correct} | E = \text{low}, ta, S_i)$ of observing a correct answer from the lowly engaged learner when using the teaching action $ta$ for skill $S_i$ is very low. Consequently, a correct answer is most likely the result of guessing instead of knowing the skill and the learning gain for the child will be small. Accepting higher costs, resulting from performing a re-engagement action beforehand and the teaching action afterwards, will improve the likelihood $p(O = \text{correct} | E, ta, S_i)$ and also the learning gain. The sweet spot, at which re-engagement actions become more beneficial than just trying to teach regardless of the learner’s engagement, is currently reached at a belief of 70% for being tired or active, or 60%
for being distracted. Note that the threshold for distraction is slightly lower than the others, since it is the most crucial group currently implemented. Children who are distracted and, thus, pay no or less attention to the learning system are probably not able to hear the learning content or understand the tasks, respectively. However, combinations of different cues can cause the system to re-engage earlier. For example, if the ProTM recognizes a probability of 30% of being distracted and 40% of being tired, it will intervene and start a re-engagement attempt to address both dis-engagement groups at the same time. Note that the implemented cost functions and their respective parameters, in particular for the re-engagement interventions, are just based on educated guesses gained from study observations and, thus, need to be confirmed, refined or even replaced by empirically grounded values from future studies.

7.2 Simulation-based Evaluation

To demonstrate how a SARTS guided by the ProTM will behave in different situations with different learner types, a variety of simulations are carried out. As a basis, four different learner types are specified that learn with the SARTS and answer the provided tasks. They further simulate different dis-engagement behaviors, i.e., tired, active and distracted, that are used to calculate the respective engagement level, which then is infused into the ProTM.

7.2.1 General Mechanics of the Socially Assistive Robot Tutoring

To demonstrate the system's skill selection behavior, the learners have to learn six different skills during the simulated interaction, which is autonomously ended by the SARTS. This is done either after four re-engagement attempts or when the learner has reached an average skill mastery above $\varepsilon = 82\%$. Further, $\varepsilon$ is used to control the system’s chunking behavior, which, however, is just demonstrated in one of the simulations. In comparison to study 4, $\varepsilon$ is raised to ensure that the learner mastered at least one task of the highest difficulty for each skill. This is not only intended to prove the learner’s proficiency but also to quit the interaction before a real child might be bored by unnecessary repetitions of already learned content. Further, up to the threshold of 82%, the tasks are still challenging, since they just reached the highest difficulty so that a child can be assumed to stay engaged. Before ending the interaction a short recap is performed that contains three hard to remember skills. Although the interaction should be kept as short as possible, the recap is intended to check the learner’s skill mastery, especially of those skills she struggled most with before ending the interaction. If this set contains less than three skills the recap lesson is filled up with skills randomly chosen from the remaining set.

7.2.2 Types of Learners

To demonstrate the behavior of the ProTM in different situations, simulations of multiple learner types are used. These types were observed in previous studies, which allows to base their answering behavior on the corresponding statistical values. That is, for each learner type, i.e., fast or slow learner, the likelihood of answering correctly is calculated with respect to the different scaffolding strategies. However, not all combinations of scaffolding strategies have been evaluated in studies yet. This particularly
applies to combinations with iconic gestures so that the corresponding answer likelihoods are approximated. Since for children who learned with the support of iconic gestures the likelihood to observe a correct answer was 18.12% higher as compared to the controls, this value is treated as an offset for all groups of children learning with iconic gestures. For example, when a child usually has a likelihood of 50% to answer correctly, it will rise to 68.12% when iconic gestures are used. However, if the resulting likelihood reaches or exceeds 100% it is manually set to a slightly lower value, since a ceiling effect of iconic gestures can be assumed and a small likelihood of answering wrongly still remains.

Since also the A-BKT model’s behavior to handle the influences of different engagement levels should be simulated, the learners’ engagement behavior needs to be modeled, too. However, the previously conducted studies and interviews do not provide many indicators about how fast the level of engagement is falling on average or how fast dis-engagement cues are appearing, respectively. Consequently, the corresponding values describing the changes in learners’ engagement are randomly picked from a predefined interval. This interval is intended to provide a meaningful basis to demonstrate the SARTS’s behavior and is specified by a lower limit of 5% and an upper limit of 10%. This results in probability changes neither too small nor to big so that the system has to use re-engagement actions, but without the necessity to use them continuously. However, since the current model implementation calculates the learner’s engagement level from observed behavioral cues, it is not modified directly, but rather through changes in the observed cue groups. Consequently, the randomly picked value describing the drop for the current round is randomly applied to one of these groups. This is done each round, except directly after a re-engagement action has been triggered, since it is assumed that the engagement level will stay for at least one round until the probabilities for the dis-engagement groups are rising and the learner’s engagement is falling again.

Moreover, since the results of study 4 hints towards an impact of dis-engagement on children’s likelihood of answering correctly, this is also modeled in the simulations. It can be assumed that children who quit early after four re-engagement attempts had a low overall engagement, while those who endured until the end can be assumed to have a higher engagement on average. The corresponding difference of 18.47% in the likelihoods of providing a correct answer is used to simulate the impact of dis-engagement on the different learner types. For example, for highly engaged slow learners the likelihood to answer correctly without explanations was 70.85%. If they would be lowly engaged the difference mentioned above is subtracted from the based likelihood associated with high engagement and, thus, the likelihood diminishes to 52.38%. Further, for learners with medium engagement a value right in between will be assumed, meaning, half of the difference will be subtracted again from the base likelihood, which results in a likelihood of 61.615% of providing a correct answer for slow learners.

In summary, based on the statistical results derived from the different studies and the definitions given above the following four learner types can be defined:

1. **Slow learner with constantly high engagement**: This learner is acting similar to a slow learner observed in study 4. The likelihoods of answering correctly are 69.03% with explanations, 87.15% with explanations and iconic gestures, 88.97% with iconic gestures only and 70.85% with neither of both.
2. **Fast learner with constantly high engagement**: This learner is acting similar to a fast learner observed in study 4. The likelihoods of answering correctly are 87.45% with explanations, 98.00% with explanations and iconic gestures, 98.00% with iconic gestures only and 86.22% with neither of both.

3. **Slow learner with drop in engagement**: For this learner the answering likelihoods of the first slow learner serve as baseline for a high engagement, which diminish with dropping engagement level. The latter is modeled by increasing the occurrence probability of a randomly chosen dis-engagement group in each round.

4. **Fast learner with drop in engagement**: For this learner the answering likelihoods of the first fast learner serve as baseline for a high engagement, which diminish with dropping engagement level. The latter is modeled by increasing the occurrence probability of a randomly chosen dis-engagement group in each round.

### 7.2.3 Results

In the following the simulation results of the four learner types learning with the ProTM are presented. To analyze the detailed behavior of the SARTS with respect to the chosen skills and actions based on the learner’s knowledge, answering behavior and engagement level, all important interaction data are logged, analyzed and visualized in different graphs.

#### 7.2.3.1 Slow and Fast Learner with Constantly High Engagement

Figure 7.3a exemplarily shows the system’s behavior when confronted with a fast learning child with stable engagement. As depicted, the simulated learner makes just two mistakes and the tracked belief about her skill mastery is continuously rising. This good learning performance caused the SARTS to classify her as a fast learner and to turn off the explanations (gray background) after the fifth round, so that the interaction is not lengthened unnecessarily. Since the learner maintains a constantly high engagement, visualized as low probabilities for the behavioral dis-engagement groups, no re-engagement actions are triggered and the interaction ends after round 21.

Running the simulation multiple times ($n = 100$) reveals that fast learners need just 21.04 rounds on average ($SD = 2.74$) until the system ends the interaction because of a high knowledge state. Further, they need nearly no additional scaffolding so that the system applied 2.26 ($SD = 0.90$) iconic gestures for only 0.39 skills on average ($SD = 0.55$) and explanations only in 8.2 rounds on average ($SD = 5.50$). Note that in the first five rounds explanations are always used.

Analyzing an exemplary interaction with a slow learner, instead, reveals more interesting behaviors of the ProTM (see Figure 7.3b). Although this learner has also a constantly high engagement and, thus, the system shows again no re-engagement attempts, the decisions differ drastically with respect to teaching actions as compared to the fast learner. While the fast learner’s interaction already ended after 21 rounds, the slow learner needs 37 rounds to learn the same amount of content, since she struggles more often and makes more mistakes. This, in consequence, results in the system recognizing her as a slow learner so that she is constantly supported by explanations. Moreover, this worse performance, especially for particular skills, further results in additional iconic gestures provided by the SARTS.
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Figure 7.3: Interaction example for a fast (a) and a slow learner (b) with stable engagement on a high level. The topmost graph displays the probabilities of the different engagement cues per played round (here, all probabilities are zero). The six graphs beyond present the system’s belief about the learner’s mastery for the six skills to be learned. The vertical lines represent either normal teaching actions (black) or teaching actions including iconic gestures (orange). The gray background illustrates the use of additional explanations.
In detail, because the learner struggles in tasks addressing three of the six skills already in the beginning (Skill 1, 3 and 6), the system focuses on these skills first and tries to build a solid basis before introducing new content. For Skill 1 and 3 the ProTM even starts to provide iconic gestures (orange vertical lines) to support the learning process, since the learner makes several mistakes in a row. After tasks addressing these skills are answered correctly several times, the iconic gestures are withdrawn again, since a higher understanding of these skills is assumed.

Regarding Skill 6, the learner seems to be fairly proficient after answering correctly two times in a row so that Skill 2 is introduced. However, this seems to be an easy one, because the learner answered correctly right from the beginning, and, thus, the remaining two skills (Skill 4 and 5) are introduced as well. Since a solid knowledge base for the initially introduced skills was build already, which is reflected by multiple correct answers of the learner in later stages, they are addressed less often and the system focuses on the novel ones. However, also the latest Skills 4 and 5 seem to be harder to remember for the learner and, thus, the system decides to support them with iconic gestures for two successive tasks until the learner improved her knowledge so that the gestures are withdrawn again. Towards the end all skills reached a similar belief level, so that the system repeats all of them until the termination condition is reached. Finally, the interaction is closed with a short recap including three of the learner’s hardest to remember skills.

Running also this simulation multiple times ($n = 100$) reveals that slow learners need 32.95 rounds on average ($SD = 6.78$) until the system ends the interaction because of a high knowledge state. Furthermore, the system applies 4.51 ($SD = 3.11$) iconic gestures for 1.72 skills on average ($SD = 1.08$) and explanations for 27.87 rounds on average ($SD = 12.51$).

7.2.3.2 Slow and Fast Learner with Dropping Engagement

To demonstrate the ProTM’s behavior with respect to handling the learner’s dis-engagement, further simulations with slow and fast learners are carried out, while all of them show rising probabilities for the different dis-engagement cues.

As depicted in Figure 7.4a, the ProTM automatically chooses appropriate re-engagement actions for the slow learner to address the highest dis-engagement groups. This can either be an action to address all dis-engagement groups (re-engagement attempt 1 and 4), a combination of groups (re-engagement attempt 2) or just a single group (re-engagement attempt 3). As in study 4, the SARTS is configured to end after four re-engagement attempts, since this indicates that the learner struggles to concentrate in general and her engagement is dropping continuously. In this case, it is probably not reasonable to teach new content so that the interaction can be stopped for the moment to not harm the learner’s general learning motivation. It can be continued at a later point at which the child might be less distracted, tired or active. However, the general teaching behavior of the system remains the same as before. It addresses the different skills, focuses on harder ones until they are learned and supports the learner with iconic gestures and explanations. Of course, the shown behavior of re-engaging the learner to maintain an appropriate learning atmosphere and to allow for the system to teach new content is independent of the learner type and, thus, is equally applied also for fast learners.
Figure 7.4: Interaction example for a slow (a) and a fast learner (b) with dropping engagement level. The topmost graph displays the probabilities of the different engagement cues per played round. The six graphs beyond present the system’s belief about the learner’s mastery for the six skills to be learned. The vertical lines represent either normal teaching actions (black) or teaching actions including iconic gestures (orange). The gray background illustrates the use of additional explanations.
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Although the fast learner’s interaction is ended because she mastered all skills, she still received three re-engagement actions and needed four rounds more as compared to the fast learner with constantly high engagement (see Figure 7.4b). That is because the engagement influences the likelihood of answering correctly and the ProTM just intervenes when the influence becomes too strong.

Running both simulations multiple times ($n = 100$) reveals that for slow learners the interaction is ended after 24.63 rounds on average ($SD = 3.08$), mostly because of four re-engagement attempts ($M = 3.7; SD = 0.61$). Further, the system applies 2.49 ($SD = 1.48$) iconic gestures for 1.77 skills on average ($SD = 0.89$) and explanations in 20.94 rounds on average ($SD = 6.30$). For fast learners, instead, the interaction is ended after 23.17 rounds on average ($SD = 3.26$) because of a high knowledge state and they just need 2.45 re-engagements on average ($SD = 0.92$). In addition, they are supported with 1.95 ($SD = 0.98$) iconic gestures for 0.44 skills on average ($SD = 0.62$) and explanations for 10.94 rounds on average ($SD = 7.71$). Note that the small differences between the learners’ average number of played rounds and iconic gesture counts is due to the different termination reasons. When running the slow learner simulations without the re-engagement termination condition, the results are more different. Now, the slow learners need 34.72 rounds on average ($SD = 8.94$) until the system ends the interaction because of a high knowledge state. Further, they received 5.2 re-engagement actions on average ($SD = 2.21$) and were supported with 4.63 ($SD = 3.79$) iconic gestures for 1.82 skills on average ($SD = 1.13$), as well as explanations for 30.75 rounds on average ($SD = 12.90$).

To demonstrate how the learning interaction may proceed if no re-engagement actions are triggered by the ProTM, two further simulations with both learner types are carried out that are limited to 50 rounds. In Figure 7.5a a worst case scenario for a slow learner is depicted. While the previously simulated slow learners performed fairly well throughout the interaction, this learner frequently struggles. Although the ProTM tries to support her with its remaining scaffolding possibilities by providing explanations continuously, adding iconic gestures for nearly all tasks addressing the skills 4, 5 and 6 and reducing the learning content temporarily to just these three skills, she does not manage to learn the whole content within the set rounds. This can be traced back to her lower likelihood of answering correctly, which is a result of her low engagement level.

Also for the fast learner a worse learning performance can be observed. Figure 7.5b shows that even a fast learner starts to struggle when she is highly dis-engagement so that the ProTM turns on additional explanations for the whole interaction time except for six rounds. Furthermore, although the fast learner managed to learn all skills within 30 rounds, comparing this with the performance of the fast learner supported by re-engagement actions reveals that the latter required five rounds less to finish the whole learning session including the recap.

Running also these simulations multiple times ($n = 100$) reveals that slow learners need 41.11 rounds on average ($SD = 8.11$) until the system terminates due to their high knowledge. Further, they are supported with 6.01 ($SD = 4.17$) iconic gestures for 2.15 skills on average ($SD = 1.03$) and explanations in 37.10 rounds on average ($SD = 11.97$). Fast learners, instead, reached this high knowledge state already after 27.00 rounds on average ($SD = 5.90$) and are supported with 3.33 ($2.81$) iconic gestures for 0.46 skills on average ($SD = 0.62$) and got explanations for 20.55 rounds on average ($SD = 9.72$).
Figure 7.5: Interaction example for a slow (a) and a fast learner (b) with dropping engagement level and no re-engagement actions. The interaction was limited to 50 rounds. The topmost graph displays the probabilities of the different engagement cues per played round. The six graphs beyond present the system’s belief about learners’ mastery for the six skills to be learned. The vertical lines represent either normal teaching actions (black) or teaching actions including iconic gestures (orange). The gray background illustrates the use of additional explanations.
Figure 7.6: Interaction example for a slow learner with stable engagement level. The topmost graph displays the probabilities of the different engagement cues per played round. The six graphs beyond present the system’s belief about the learner’s mastery for the six skills to be learned. The vertical lines represent either normal teaching actions (black) or teaching actions including iconic gestures (orange). The gray background illustrates the use of additional explanations.

7.2.3.3 Skill Space Chunking

As mentioned before, the ProTM also supports skill space (learning content) chunking, which is depicted in Figure 7.6. To demonstrate this behavior a simulation with a constantly high engaged slow learner is carried out, while the model’s internal chunk size \( n_{\text{chunk}} \) is set to three skills. As can be seen, this configuration lets the ProTM train just three skills at a time until a sufficient level of understanding is reached (belief \( \geq 82\% \)). Moreover, the system supports the learner with explanations, as well as iconic gestures, and automatically switches the chunk to train the remaining skills in round 21. After the second chunk also reached a sufficient level of understanding, the recap session is arranged with respect to the hard to remember skills over the whole learning content.

7.2.4 Discussion

The different simulations demonstrated how a tightly coupled, integrated system, which is enabled to reason about all possible actions and their effects to plan the next steps of a tutoring interaction, can behave. It can not only handle large skill spaces by autonomously splitting it into smaller chunks and switching between them, it can also adapt to different learner types easily and provide appropriate scaffolding to support each of them. For the fast learner with stable engagement, for instance, the learning interaction went smoothly, so that the ProTM just had to balance the attention between all skills, provided finally a short recap and then ended the learning interaction after the 21th round. In general, fast
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learners are very proficient learners and, thus, do not need much support during the learning process. This can also be observed in the behavior of the adaptive system, which turned off the explanations quickly after recognizing that they are not required.

Slow learners instead require more scaffolding throughout the interaction, also when they have a constantly high level of engagement. In general, a higher error rate can be observed for them during the learning interaction so that the ProTM provides supporting explanations more often or even throughout the whole interaction. Further, they can have “weak skills”, meaning, skills that are harder to remember and require further support. Thus, the adaptive system is able to temporarily focus on those and to provide scaffolding through iconic gestures until a solid basis is established. Subsequently, the learning interaction can proceed as usual by maximizing the knowledge of all skills while balancing them under each other.

However, usually the ProTM also has to cope with a changing engagement level of the learner and needs to apply re-engagement strategies if necessary. This is intended to reduce the occurring dis-engagement indicators so that the learner stays concentrated and, with that, to increase her learning performance. In fact, the simulation results of a fast and slow learner with dropping engagement show that the adaptive system not only intervenes to provide re-engagement actions if the dis-engagement becomes too high but also chooses actions with respect to the shown dis-engagement groups, which allows to meaningfully support the learner within the respective situations. Still, while an overall highly engaged fast learner learned all six skills within 21 rounds, the drop in engagement results in a longer interaction with 25 rounds. Consequently, the learner’s dis-engagement still influenced her learning progress even though the system provided re-engagement actions, which is explained by the way the costs for re-engagement actions are defined. Before a re-engagement attempt is started, a reasonable level of dis-engagement has to be observed to justify the resulting costs of lengthening the interaction. However, despite the four additional rounds, the ProTM still maintained a beneficial learning interaction for the fast learner, which is obvious when comparing her progress to a learning interaction in which no re-engagement strategies are used. Here, even the fast learner struggled more frequently. Although the adaptive system tried to support her by providing additional scaffolding by means of explanations, she still needed 30 rounds to finish the interaction, but, at least, she succeeded to learn the whole content.

For the slow learner, instead, this situation is even worse. While they performed reasonably well when the ProTM provided re-engagement actions, they seem to be totally overstrained with the interaction when their dis-engagement was not addressed. Although the adaptive system tried to support them as much as possible by continuously providing explanations and iconic gestures for a subset of skills that were identified as difficult, the learner would still need a large number of rounds to learn every skill, if even possible. Since the likelihood of answering correctly is dependent on the learner’s engagement, the probability that she would manage to learn all six skills within a reasonable number of rounds is very low. Consequently, for the currently defined drop in engagement, it would be wise to provide re-engagement actions or even to stop the interaction and continue or restart it at another time, as done by the ProTM that was allowed to use re-engagement actions.
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To summarize, the conducted simulations with different learner types provide a first impression of how the ProTM might work if applied in the wild. It successfully demonstrated its ability to autonomously react to the individual needs of different learner types. Although the simulations are only informed by incomplete information, they simulate a broad range of possible situations, which might occur during a tutoring interaction and need to be handled by a SARTS. However, young children usually provide an even higher variability in their abilities, especially regarding different skills, their engagement behavior, as well as reactions to different scaffolding actions, and the tutoring system still needs to react appropriately. Currently the simulations are just rough approximations of young children based on partial information about the learner types’ answering behavior. Especially for the different strategies in combination with iconic gestures only few information are available so that the corresponding likelihoods to answer correctly are just approximated by educated guesses. Furthermore, literally no information about the average occurrence of the different dis-engagement groups can be derived from the previous studies. Thus, the simulation of learners’ dis-engagement behavior is just modeled with regard to the creation of a meaningful use case to highlight the SARTS’s general abilities to handle them. In addition, also the current model implementation is just based on parameters derived from previous studies that represent rough estimations regarding the time points when to apply iconic gestures, explanations and re-engagement actions to support the learner. Consequently, before a user study can be conducted that aims to validate the ProTM’s behavior with real children, a variety of studies are required to confirm, refine or even replace the current model parameters. Further, more information about possible re-engagement actions is needed, in particular, about their effect on different dis-engagement cue groups so that they can be optimally reduced. Finally, the used thresholds for possible termination reasons are just based on educators comments or intuition. Although first validity indicators are already found for a small group of fast learners in study 4, who terminated early due to a very good performance, the thresholds need some further validation or refinement. This can be achieved through studies with bigger sample sizes to evaluate the already used parameters or empirical studies from which new or refined parameters can be derived.

In conclusion, the developed ProTM demonstrated promising results during the simulation-based evaluation, which, however, need to be verified in user studies with children in the future. Therefore, a more detailed knowledge base is needed that allows to refine or even replace the models internal parameters, as well as to derive further re-engagement actions appropriate for all different combinations of dis-engagement groups.

7.3 Summary

The goal of this chapter was to investigate how the identified scaffolding strategies, as well as the A-BKT model, can be combined into a single and novel approach that is capable of modeling the learning dimensions’ interconnections and allows for an autonomous interaction with online adaptation (RQ3). In detail, this approach needs to allow for an interactive management of the tutoring interaction so that it is adapted to the learner’s cognitive, affective and perceived learning, as well as her engagement.
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To achieve this, the A-BKT model served as a basis, which was designed to be easily extendable. However, for integrating the different scaffolding strategies, further information was needed that, at least partially, could be derived from the studies 2 and 4. For this, further analyses were conducted, whose results were used to inform the integration process of the different strategies, as well as to derive simulations of different learner types to demonstrate the ProTM's behavior during a tutoring interaction. Overall four different learner types were defined to simulate a broad range of possible situations, which might occur and need to be handled by a SARTS during a tutoring interaction.

The simulation results provide a first impression of the models ability to actively manage the learner’s engagement, learning speed and hard to remember skills by adapting the tutoring interaction autonomously, e.g., by applying appropriate scaffolding, if required. However, they still have to be validated in the wild with kindergarten children. Furthermore, the different parameters of the ProTM are currently defined through educated guesses derived from previous studies and might not be optimal for an interaction with kindergarten children, who will show a higher variability that might be more nondeterministic and, consequently, harder to handle by the adaptive system.

In summary, although further refinements of the ProTM’s parameters are required, they provide a good starting point and the model already demonstrated its ability to actively manage the tutoring interaction and autonomously adapt it to the individual needs of the learner. It does not only manage the tutoring content and addresses the knowledge gaps to optimally support the learner’s cognitive learning but does also provide appropriate scaffolding for the affective and perceived learning, as well as the engagement. Consequently, a SARTS based on the ProTM is able to provide a personalized tutoring interaction, which addresses learning in all its facets.
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This chapter briefly summarizes the results, contributions and conclusions with respect to the research questions of this thesis (Section 8.1) and discusses its limitations, as well as the resulting future research directions (Section 8.2).

8.1 Summary and Contributions

This thesis contributes to the field of Intelligent Tutoring Systems (ITSs) or, more precisely to Socially Assistive Robot Tutoring Systems (SARTSs), with the major focus on extending the body of systematic knowledge on how a Socially Assistive Robot (SAR) can enrich a foreign language tutoring interaction for kindergarten children provided by a traditional ITS. Since this particular target group (children in the age of 4-6 years) has special needs and limitations, respective findings with older children probably do not generalize and, thus, the available information on how to extend an ITS with a SAR is still strongly limited. In addition, learning a language, as learning in general, is known to be a multidimensional problem so that this thesis focuses on the development of different approaches and strategies to address all of them, as well as learners’ engagement.

Designing tutoring interactions for SARTSs

First of all, this thesis investigated the question which elements of language learning practices in German kindergartens can be implemented into a SARTS to provide a meaningful basis for foreign language learning interactions (RQ0). For this, observational recordings were carried out and analyzed with respect to transferable elements. The resulting empirical basis contains information about the general structure of language learning interactions, appropriate feedback behaviors and a tutoring game portable to a SARTS. Since it is derived from observations of experts’ practice in kindergartens, it can be assumed that a SARTS, which follows the identified structure and rules, is designed appropriately for young kindergarten children.
Scaffolding learners’ cognitive learning

Answering the second research question of how a SARTS can optimally address the cognitive learning of kindergarten children (RQ1) gets more complex and, thus, the problem is split into two sub-questions. In general, RQ1 can be addressed by adapting the tutoring content based on the learner’s knowledge, e.g., by pushing her into the ZPD (cf. Vygotsky, 1978, p. 86). However, to achieve this the sub-question of how a SARTS can keep track of the individual knowledge and needs of kindergarten children to build up a student model (RQ1.1) has to be answered first. One widely used approach called Bayesian Knowledge Tracing (BKT) allows to tackle this question and, further, to investigate the second sub-question of how a SARTS can be enabled to select appropriate actions to adapt the interaction based on kindergarten children’s individual knowledge state (RQ1.2). This is achieved by extending the traditional BKT with an action decision node so that the developed approach called Adaptive Bayesian Knowledge Tracing combines the student model and pedagogical module, which are both central parts of each ITS or SARTS, respectively (cf. Dede, 1986). This tightly coupled modeling further allows for impact simulations of all possible teaching actions onto the learner’s knowledge and, thereby, enables a SARTS to choose the optimal teaching action in each state of the tutoring interaction so that it can be tailored to the individual needs of each student.

The evaluation with two user studies, one with adults and one with young kindergarten children, demonstrated that a SARTS can make use of the A-BKT model to autonomously support participants’ progress in the dimension of cognitive learning. More precisely, learning with the adaptive model resulted in a better performance towards the end of the tutoring as compared to an interaction without personalization. However, this effect was not observable in learners’ post-test results anymore. This is probably due to the limited number of interaction rounds during the study, because the adaptive system first focused on hard to remember words (see also Section 7.2), which resulted in less time for the learner to internalize the remaining target words. Furthermore, the tasks might have not been distinguishable enough in their difficulty so that “harder” tasks were still not challenging enough to allow for learners to internalize the words completely and to succeed in the post-tests. However, in general it can be concluded that the A-BKT model is able to keep track of learners’ knowledge state and to identify weaker skills (RQ1.1), which are then addressed by the decision-making component with different task difficulties (RQ1.2). Although these results are not fully conclusive yet, they provide first steps towards answering the question of how a SARTS can optimally address the cognitive learning of kindergarten children during language learning interactions (RQ1).

Scaffolding learners’ perceived and affect learning, as well as their engagement

In the second evaluation of the A-BKT model, with kindergarten children, another, unexpected and not intended but desirable effect was observed. The model was able to maintain children’s engagement better as compared to a non-adaptive interaction. This can be regarded as a first step towards a SARTS that provides multidimensional learning support and leads to the next major research question about which scaffolding strategies can be used by a SARTS to optimally support perceived and affective learning, as well as the engagement of kindergarten children (RQ2). Again, this question can be split up into sub-questions, which can be tackled separately.
The first two sub-questions address the problems of which are the relevant affective and cognitive states, as well as behavioral cues, to track the engagement of kindergarten children (RQ2.1) and which actions a SARTS can use to scaffold their engagement and affective learning (RQ2.2). Therefore, an empirical basis was developed together with educators from German kindergartens, which includes not only information about the important behavioral cues, as well as their interpretation with respect to affective and cognitive states, and engagement but also experts’ suggestions about possible actions applicable by a SAR. This served as a basis for the implementation of different re-engagement actions, which were employed in the subsequent evaluation study. Additionally, a concept for training a human WOz was developed to achieve a high reliability for the engagement classification while avoiding the substantial costs of developing a robust classifier.

In contrast, scaffolding strategies to address the perceived learning of kindergarten children during foreign language learning interactions (RQ2.3), i.e., supporting their self-evaluation during learning, can be based on their skill mastery, as well as the interaction plan and history. This information is easily accessible, because the SARTS already trace this knowledge with the A-BKT model so that no further tracking approach is required. Based on this information an explanation strategy was developed in which the SAR reveals its beliefs about the learner’s knowledge and the resulting consequences for the next steps in the tutoring interaction.

Both strategies, for addressing learners’ affective and perceived learning, as well as their engagement, are evaluated with kindergarten children, which demonstrated their effectiveness in providing support during foreign language learning interactions. First, the previously identified dis-engagement cues were observed again, which can be regarded as a further indicator for their generalizability. Second, most of the re-engagement attempts allowed for the children to refocus and concentrate on the learning task again so that half of them were able to finish the maximum number of rounds. Consequently, these results further validate the identified behavior cues to track kindergarten children’s engagement and the corresponding actions to scaffold their engagement and affective learning during foreign language learning and, with that, contribute to answer RQ2.1 and RQ2.2.

The employed explanation strategy, however, only resulted in higher learning outcomes for slow learning children so that they were able to catch up with their more proficient and faster learning classmates. Instead, for the latter who performed well and quit early due to high knowledge, the positive effect of explanations was not observed. But since fast learners already have a high proficiency level, the provided difficulty levels were probably not challenging enough, so that no additional scaffolding for their perceived learning was required. Furthermore, although these results hint towards the existence of a strong connection between perceived and cognitive learning, the direct influence on the former was not confirmed. As already mentioned, conducting tests with young kindergarten children is complicated (cf. Belpaeme et al., 2013a), which was also approved within this study. It was observed that many children struggled with the self-assessment test specifically designed to access their perceived learning, which in turn resulted in non conclusive results. In summary, these results provide a partial but still valuable contribution with respect to answering RQ2.3 about which strategies can be applied to scaffold the perceived learning of kindergarten children during foreign language learning interactions.
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Integrated model

Finally, this thesis investigated the question how to combine multiple strategies addressing the different learning dimensions and engagement into a single model that is capable of describing different action influences, as well as the learning dimensions’ interconnections and allows for an autonomous interaction with online adaptation (RQ3). Since the A-BKT model was designed to be easily extendable and already proven to be able to support children's learning progress, as well as engagement, it served as a basis for answering this question and, therefore, all identified scaffolding strategies were integrated. This enables the resulting Probabilistic Tutoring Model for Autonomous Online Planning based on Predictive Decision-Making (ProTM) to reason about the different information about the learner, i.e., knowledge state and level of engagement, as well as their influences to choose the next actions correspondingly. Since the integration process was guided by educated guesses derived from all previous studies of this thesis, which still need to be refined and confirmed with empirical studies, it was just evaluated by simulating different learner types to demonstrate the general behavior of the integrated system. The selected learner types were also observed in previous studies so that their answer behavior could be based on the respective statistical values. The results of these simulations nicely illustrate the ProTM’s ability to identify the individual needs of each learner type and to tailor the interaction accordingly. However, this evaluation can not replace a user study with real children, who will probably provide a broader variety of individual differences and nondeterministic behaviors, which the SARTS has to handle. But still, the ProTM showed promising results with respect to the integration of different strategies to address all important aspects of learning and modeling their interconnections, which allows to find the best action sequence in each situation. Consequently, this can be regarded as a first step to answer RQ3.

The Overall Goal

Coming back to the overall question of whether and how a traditional ITS can be enriched by a SAR, the novel approaches, strategies and evaluation results presented in this thesis support the assumption that it is generally possible. But still, the way how the SAR is used by an ITS is particularly important, which is also highlighted by the latest study within the L2TOR project. While the robot guided the children through multiple sessions of a carefully designed tutoring interaction spread over several weeks and tried to support them with iconic gestures, no significant improvement in their learning gain with respect to the use of a robot compared to a tablet was found (Vogt et al., 2019). However, this study lacks one important aspect, namely, adaptivity. All sessions were scripted and each single target word was continuously supported by iconic gestures, which in turn lengthened the interaction significantly. As discussed before, this can harm learners’ engagement and, with that, reduced their learning gains. Further, the missing individual support, in particular for children’s knowledge gaps, lead to a default session comparable to traditional classroom instructions in schools, which was argued to be outperformed through individualized one-on-one tutoring interactions by at least 0.8 standard deviations on average with respect to the learning gain (VanLehn, 2011). Designing the interaction to be more flexible, instead, so that a SARTS can make use of the robot’s benefits adaptively with respect to the individual needs of each learner, can bring up more positive effects of a SAR during such a
language learning interaction. In fact, previous research already highlighted the usefulness of a robot during learning interaction (Han et al., 2005; Hyun et al., 2008; Kose-Bagci et al., 2009; Leyzberg et al., 2012) and demonstrated that it can increase students’ learning gains up to 50% (Kennedy et al., 2015).

However, caution is still advised when integrating a SAR into an ITS without sufficient knowledge about the effects of its actions. Kennedy et al. (2015), for instance, demonstrated that overdoing it by designing the robot to be too social and integrating too many behaviors distracts the learner and harms the whole learning process (Kennedy et al., 2015). To prevent such negative effects, this thesis enriched the body of knowledge on different strategies applicable by a SAR during language learning interactions and their respective effects on the different learning dimensions. These strategies can be combined with an adaptive teaching model to achieve a personalized one-on-one tutoring interaction that supports each learner with respect to her individual needs.

In conclusion, this thesis provides further support for the general feasibility of enriching a traditional ITS with a SAR. Moreover, the developed A-BKT model demonstrated its ability to support young kindergarten children in their cognitive learning and engagement, whereas the different scaffolding strategies showed their positive influence on the remaining dimensions, as well as the engagement. Finally, it was demonstrated how these strategies can be integrated into the A-BKT and its online decision-making process. This allows for a SARTS to apply these actions, adaptively, based on the learner’s performance, knowledge and engagement state, and, with that, to provide an individualized interaction for each child. Consequently, this thesis provides new valuable insights for the respective field of research, but also points towards new important questions to be addressed in the future.

8.2 Limitations and Future Research Directions

Despite the mentioned contributions, this thesis still yields some limitations. Currently, the parameters of the A-BKT model, which, inter alia, specify the learning gain when a correct answer is provided, are manually set. Although they are informed by learning techniques, such as the spaced repetition system and the conducted evaluation studies validated that these initial parameters work in general, they are probably not best fitting for each individual learner. Thus, these parameters need to be refined and adapted during the interaction, e.g., by applying the Baum-Welch algorithm (Welch, 2003), for which, however, more data are required. To achieve this, a long-term interaction study can be conducted with multiple sessions spread over several weeks (cf. Leyzberg et al., 2018). Further, repeated sessions combined with new and harder task difficulties probably result in more meaningful post-test results, since the A-BKT model has more time to address the individual knowledge gaps of each learner, whereas harder tasks can be presented for the well known skills to internalize the attained knowledge.

In addition, although the presented studies implied or confirmed the benefits of the identified and implemented scaffolding strategies, their integration into a SARTS points towards new important questions. Study 2, for instance, demonstrated that iconic gestures in general are highly supportive when combined with the A-BKT model, which probably can be traced back to the individual support of weakest words particularly addressed by the adaptive interaction course. However, this assumption
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could not be validated yet and it is further mostly unknown when a word has to be classified as “hard to remember” so that iconic gestures should be applied. To resolve this, further studies have to be conducted that try to validate the benefits of an adaptive usage of iconic gestures, as well as to identify the sweet spot when the gestures should be provided as an additional scaffold for a particular word.

Regarding learners’ engagement two different aspects require further attention. First, to allow for a SARTS to run fully autonomous, the identified behavioral cues need to be combined into a sophisticated engagement classifier. Therefore, further data recordings are required, which can be informed by the identified cues to narrow down the possible feature space. This will reduce the costs to establish a sufficient dataset by reducing the required data for training. Moreover, this classifier has to be evaluated in a user study with young kindergarten children to ensure its validity and applicability for this age group. After the engagement level can be classified reliably, further re-engagement actions for the SARTS have to be specified and validated. During the planning process they should be selected with respect to the behavioral cues or groups of cues used for the classification, since different dis-engagement cues/groups, such as tired, distracted or heightened activity, or combinations of those can account for different re-engagement actions. For example, a very active child might be re-engaged by providing some small physical exercises to reduce the excess energy so that she can concentrate on the learning interaction again. For a distracted child, instead, small verbal behaviors of the SAR can be sufficient, e.g., asking the child to direct her attention back to the interaction. This further demonstrates the robot’s sensing capabilities, which can cause cautiousness in children so that they try to be more attentive and concentrated on the learning interaction (see Section 6.2.4).

Furthermore, the results for explanations as a scaffolding strategy need to be confirmed since the effects were found in a subsequent analysis of a sub-group of participants. This group was quite small and, thus, a replication of this study focusing on the identified sub-groups of fast and slow learners will be required to validate the general applicability of the findings. Additionally, the differences between both groups need more investigation regarding their integration into the ProTM. That is, it has to be clarified, at which point a fast learner turns into slow learner and the other way round. This will allow for an adaptive system to increase the precision in identifying students’ learner type autonomously and based on this to turn on explanations as an additional scaffold if necessary.

After all this information is collected and infused into the ProTM, it can be used to investigate possible synergy effects of different strategies in different situations. For example, can explanations further increase the benefits of iconic gestures or does the accumulated lengthening effect of both significantly harm learners’ engagement and concentration? These are also important aspects, which can be traced back to the tightly coupled learning dimensions and their influences on each other.

Finally, since the ProTM was only evaluated with simulations, the collectible information above will allow to validate its benefits in the wild with kindergarten children. This is preferably done within a long-term interaction over several sessions and weeks, to provide sufficient data for the underlying model to refine its parameters so that it can optimally address each individual learner.
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