Equivalence of RABBITT and Streaking Delays in Attosecond-Time-Resolved Photoemission Spectroscopy at Solid Surfaces
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Abstract: The dynamics of the photoelectric effect in solid-state systems can be investigated via attosecond-time-resolved photoelectron spectroscopy. This article provides a comparison of delay information accessible by the two most important techniques, attosecond streaking spectroscopy and reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) at solid surfaces, respectively. The analysis is based on simulated time-resolved photoemission spectra obtained by solving the time-dependent Schrödinger equation in a single-active-electron approximation. We show a continuous transition from the few-cycle RABBITT regime to the streaking regime as two special cases of laser-assisted photoemission. The absolute delay times obtained by both methods agree with each other, within the uncertainty limits for kinetic energies >10 eV. Moreover, for kinetic energies >10 eV, both streaking delay time and RABBITT delay time coincide with the classical time of flight for an electron propagating from the emitter atom to the bulk-vacuum interface, with only small deviations of less than 4 as due to quantum mechanical interference effects.
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1. Introduction

The availability of attosecond extreme-ultraviolet (EUV) pulses enabled access to electron dynamics on their natural time scales [1–3]. This progress in laser technology opened up the new research field of attosecond science [4]. Photoionization and photoemission dynamics are studied in various systems, ranging from atoms [5–7] and molecules (for a review, see Reference [8]) to condensed matter systems like solid surfaces [9–12] and nanoparticles [13]. Moreover, in this context, fundamental questions arise regarding the role and concept of time in quantum mechanics [14,15]. Experimental access to relative delay in solid-state photoemission between different initial states triggered various theoretical approaches to understand these phenomena. Since a comprehensive ab initio many-body theory of this process is still missing, various approaches were taken to tackle different aspects of these phenomena. Among others, there are ballistic approaches [16–18] as well as approaches including influences of the crystal lattice [19,20]. Aspects like inelastic mean free path, or excited state lifetime, respectively [18], electron-hole interaction [16], infrared (IR) field screening [21,22], final-state effects [20,23], coupling between Coulomb potential and light
field \[^{[6,24,25]}\], and intra-atomic Eisenbud–Wigner–Smith (EWS) delays \[^{[10]}\] have also been recently investigated.

The key to attosecond laser pulses is the energy upconversion of an ultrashort few-cycle near-infrared laser pulse (IR) to shorter wavelengths in the EUV regime via the high harmonic generation (HHG) process \[^{[26,27]}\]. Typically, an attosecond EUV burst is used to excite electrons from a bound core level or valence state into the continuum. To obtain temporal resolution, photoelectrons are probed by the fundamental IR pulse. Here, the most important techniques are the reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) \[^{[2,28]}\], and attosecond streaking spectroscopy \[^{[29]}\].

The main difference between these techniques is that RABBITT uses an attosecond pulse train (APT) to excite photoelectrons, while streaking spectroscopy is based on excitation with a single-attosecond pulse (SAP). In both cases, the time delay between the EUV and IR pulse is varied to obtain an energy- and time-resolved spectrogram.

The photoemission process can be envisioned as follows: The EUV pulse (train) excites a wave packet from an initial state $\Phi_0(z)$ into a final state inside the material (Figure 1). However, because of the different time structure and corresponding EUV energy spectrum, the generated electron-wave packets exhibit different momentum or kinetic-energy distributions. In a streaking experiment, excitation with a single-attosecond pulse led to broad excitation-energy distribution in the order of several eV (Figure 1a), whereas in RABBITT the femtosecond envelope of the APT resulted in a highly modulated distribution that exhibited rather narrow spectral features (Figure 1b). Because of the HHG process, these spectral features are separated by twice the fundamental photon energy. In both cases, the so-generated continuum electron wave packet $\Phi(z)$ propagates towards the surface. Note that the part of the wave packet that propagates into the bulk is irrelevant for the simulations considered here and is therefore not shown in Figure 1. If the wave packet was excited by a single-attosecond pulse, a single electron wave packet travels to the surface. In case of excitation by an APT, a train of electron pulses moves toward the surface, where they are emitted into the vacuum.

![Figure 1](image-url)  
Figure 1. Principle of (a) as-streaking and (b) reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) at solid surfaces: Initial state $\Phi_0(z)$ is excited into the continuum by a single-attosecond extreme-ultraviolet (EUV) pulse (green) or by an attosecond pulse train (red), respectively.
The time–energy bandwidth product results in broad energy distribution in the continuum in the case of a single-attosecond pulse (SAP, green) and two narrow lines in the case of an attosecond pulse train (APT, red). The continuum wave packet $\Phi(z)$, i.e., a single electron wave packet (streaking) or an electron pulse train (RABBITT), travels toward the surface and is emitted into the vacuum (schematic wave packet and laser-pulse plots are not true to scale). As soon as the photoelectron leaves the surface, it starts interacting with the infrared (IR) pulse (violet). In the case of a single electron wave packet, the energy distribution accumulates a shift determined by IR vector potential. This results in a streaking spectrogram (upper-right panel). Here, the white solid line corresponds to the streaked momentum expectation value, while the white dashed line corresponds to the momentum expectation value without IR interaction. White vertical lines indicate the delay between streaking trace and zero IR–EUV pulse delay. If it is excited by an APT (RABBITT), at each half-cycle of the IR field, a photoelectron wave packet is emitted. Absorption and emission of IR photons leads to the formation of side bands in the RABBITT spectrum (lower-right panel). Intensity oscillation in the central side band (between white dashed lines) is shifted with respect to zero IR–EUV pulse delay (white vertical lines).

In a streaking experiment, the photoelectron is excited at $t = 0$ inside the solid. At a certain point in time $t_{PE}$, when the electron passes the surface, the electron starts interacting with the IR field in the vacuum that, in our model, is completely screened inside the material. This photoemission time $t_{PE}$ corresponds to the time that the whole photoemission process takes from excitation until emission into the vacuum. In a classical picture, photoemission time $t_{PE}$ is the transport time from the emitter atom to the surface.

In vacuum, the electron is accelerated by the IR field in its polarization direction (Figure 1a):

$$\dot{p}(t) = -e E_{IR}(t). \quad (1)$$

After the IR pulse has interacted with the photoelectron ($t \to \infty$), the photoelectron has acquired the momentum

$$p(t = \infty) = p_0 - e \int_{t_{PE}}^{\infty} dt \ E_{IR}(t - \tau_{IR-EUV}) = p_0 - eA_{IR}(t_{PE} - \tau_{IR-EUV})$$

$$\simeq p_0 - eA_{IR}(\tau_{streaking} - \tau_{IR-EUV}). \quad (2)$$

Hence, variation of IR–EUV time delay results in a replica of the vector potential $A_{IR}$ of IR pulse shifted by a delay $\tau_{streaking}$ with respect to zero delay between EUV and IR pulse (upper-right panel of Figure 1).

Equation (2) is valid for vanishing IR fields inside the solid, and instantaneous EUV excitation [29]. Under these conditions, streaking delay $\tau_{streaking}$ is equal to absolute photoemission time $t_{PE}$ [22]. Note that this is a rather classical view on the streaking process, motivated here by the fact that the correspondence principle is applicable. The quantum wave packet for the streaking process converges toward classical behavior for large quantum numbers.

In a RABBITT experiment, an attosecond pulse train is used to photoexcite the system. The excitation spectrum consists of a series of rather narrow lines located at the odd multiples of fundamental energy $E_{kin} = N\hbar\omega_{IR} - \epsilon_0$, where $\epsilon_0$ is the initial state energy of the core level under investigation (Figure 1b) [2]. The photoelectron wave packet is then composed of several subpulses. Interaction with the IR field leads to side bands in photoemission spectra located at the even multiples of fundamental IR energy $N\hbar\omega_{IR} - \epsilon_0$ by absorbing or emitting an additional IR photon. This is the well-known laser-assisted photoemission process at solid surfaces (LAPE) [30]. At moderate IR intensities, there are two interfering pathways for photoelectrons to contribute to the central side band at $N\hbar\omega_{IR} - \epsilon_0$: photoelectrons excited by the $(N + 1)$-th harmonic via emission of one IR photon, and those excited by the $(N - 1)$-th harmonic via the absorption of one IR photon. Hence, the intensity of the side band depends on the relative phase between both quantum paths. Variation of the IR–EUV delay results in intensity oscillation of the central side band, with an oscillation frequency that is twice as large as that of the fundamental IR radiation (lower-right panel of Figure 1). Moreover, side-band
oscillations are shifted with respect to the maximum of the EUV pulse by a RABBITT delay $\tau_{\text{RABBITT}}$. Note that, since side-band oscillation in a RABBITT experiment is determined by phase differences between two quantum pathways, which is a genuine quantum property, in contrast to streaking spectrograms, RABBITT spectrograms cannot be interpreted within a classical picture. Hence, for the RABBITT process, the correspondence principle is not directly applicable, and it is not a priori obvious that RABBITT delay $\tau_{\text{RABBITT}}$ directly reveals photoemission time $t_{\text{PE}}$.

Therefore, an important question that arises is whether delays determined by RABBITT ($\tau_{\text{RABBITT}}$) and streaking ($\tau_{\text{streaking}}$) for solid-state photoemission agree with each other. Different quantum-interference pathways compared to the streaking case might influence the shift of the RABBITT side-band oscillations on the delay axis. For illustration, photoelectrons in a RABBITT experiment only move inside the material with kinetic energies corresponding to $(N-1)$-th or $(N+1)$-th harmonics, while oscillations at the $N$-th harmonic are evaluated. However, the kinetic energy distribution inside the material is zero around the $N$-th harmonic. In contrast, in the streaking case, electrons move inside the material with kinetic energy centered on the $N$-th harmonic. This consideration also raises the question of how delays determined by both techniques are related to each other.

In the gas phase, Cattaneo et al. experimentally demonstrated delay agreement within an accuracy of tens of attoseconds, determined from streaking and RABBITT spectra for the photoionization of Ne and Ar atoms [31]. For more complex many-body systems like solids, experimental proof for the equivalence of both methods is still missing. For instance, transport of the electron from inside the solid to the surface substantially contributes to photoemission delay. Moreover, in a solid-surface photoemission experiment, the interaction region with EUV field and IR field, respectively, are spatially separated if the IR field is screened at the surface. Therefore, delay contributions from Coulomb–laser coupling (streaking) [24,25] and continuum–continuum coupling (RABBITT) [6] do not occur if the IR field inside the solid can be neglected. Hence, conclusions from gas-phase experiments cannot be directly transferred to solids. The goal of this article is to numerically explore the similarities and differences in time delays obtained from RABBITT and streaking spectroscopy as applied to solid-state photoemission.

Note, however, that this is a theoretical view on attosecond-time-resolved spectroscopy. In a streaking or RABBITT experiment, relative delays between different emission channels are usually measured. For the present investigation, such relative delays would make identification of the underlying physics more difficult to present and would not provide additional information.

Time delays obtainable from both methods are compared in this article by solving the one-dimensional time-dependent Schrödinger equation (TDSE) for potential contributions that were successfully applied to explain experiment results in time-resolved photoemission from solid surfaces [10,16]. Note that a possible impact of local atomic effects such as, for example, initial- and final-state angular momenta were not considered in the present case. To guarantee comparability, we applied identical 5fs IR pulses for RABBITT and streaking calculations. Note that RABBITT experiments are usually performed with longer IR pulses (>20 fs) [2,6,23,32]. Although the application of longer IR pulses reduces experimental difficulties, there is no fundamental obstacle to perform RABBITT experiments with carrier-envelope-phase-stabilized few-cycle IR pulses.

In Section 2, model contributions and calculation methods are introduced. Section 3.1 demonstrates the transition from the RABBITT regime to the streaking regime by varying the EUV excitation spectrum. Extracted delays are compared in Section 3.2.
2. Methods

We describe all steps of the photoemission process from excitation to detection by the TDSE in one dimension and in a single-active-electron picture,

\[ i\hbar \frac{\partial \psi(z, t)}{\partial t} = \left( -\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial z^2} + V_0(z) + V_{\text{IR}}(z, t) + V_{\text{EUV}}(p, t) \right) \psi(z, t), \tag{3} \]

where \( V_0(z) \) is the time-independent effective one-electron potential, and \( V_{\text{IR}}(z, t) \) and \( V_{\text{EUV}}(p, t) \) are the IR and EUV interaction potentials in length and velocity gauge, respectively.

All calculations shown here are based on an approach introduced by Kazansky and Kabachnik to describe atomic photoionization \[33\], as well as by Kazansky and Echenique, which was used to describe photoemission dynamics from a metal surface \[16\]. Note that the present implementation of the 1D model does not account for angular momentum effects and thus cannot be used to describe atomic-photoemission processes.

The central idea of this approach is to express the wave function as a sum of initial state and final state to separate fast phase oscillations. In the following, it is assumed that the IR field vanishes inside the solid and that EUV interaction is such a small perturbation that depopulation of the initial and final states by EUV excitation can be neglected. Then, the initial state wave function can be treated as time-independent, and the full wave function can be expressed as:

\[ \psi(z, t) = \Phi_0(z) + e^{i\left(\frac{\omega}{\hbar} + \epsilon_0\right)t} \Phi(z, t), \tag{4} \]

where \( \Phi_0(z) \) is the initial state wave function that fulfills

\[ \left( -\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial z^2} + V_0(z) \right) \Phi_0(z) = \epsilon_0 \Phi_0(z). \tag{5} \]

Photoelectron wave function \( \Phi(z, t) \) is zero before the EUV pulse arrives. The rapidly oscillating exponential is separated for computational efficiency. Here, \( \omega \) is the center frequency of EUV light. Inserting Equation (4) into Equation (3), and using Equation (5) as well as the rotating-wave approximation, results in a differential equation for photoelectron wave function \[10,16\]:

\[ i\hbar \frac{\partial \Phi(z, t)}{\partial t} = \left( -\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial z^2} + V_0(z) + V_{\text{IR}}(z, t) - (\hbar \omega + \epsilon_0) \right) \Phi(z, t) + i\frac{\hbar e}{2m_e} A_{\text{EUV}}^0(t) \frac{\partial \Phi_0(z)}{\partial z}, \tag{6} \]

where \( A_{\text{EUV}}^0(t) \) is the envelope of the EUV pulse vector potential.

Note that this approach is nonperturbative with respect to solid potential and IR potential, i.e., it does not apply strong field approximation, but describes the laser field and the solid’s effective potential on equal footing.

The unperturbed solid is described by the sum of jellium-type potential and electron–hole interaction. Jellium potential is given by:

\[ V_{\text{JP}}(z) = \frac{V_{\text{JP}}}{2} \left( \tanh\left( \frac{z - z_0}{w_s} \right) - 1 \right), \tag{7} \]

where \( z_0 \) is the surface position, \( w_s \) is the width of the transition region, and \( V_{\text{JP}} \) is the depth of the potential well. The screened electron–hole interaction is described by a one-dimensional Yukawa potential:

\[ V_h(z) = -e^{\frac{-|z - z_0|}{\mu}} \sqrt{\left( z - z_0 \right)^2 + a^2}. \tag{8} \]
Here, \( z_0 \) is the effective initial position, \( \mu \) is the screening length, and \( a \) is a regularization parameter [16].

The spatial distribution of IR potential is assumed as a smooth but narrow step at the surface because modeling of IR field penetration is beyond the scope of this article. Damping of the photoelectron wave function due to inelastic scattering processes is neglected here. Instead, damping enters the effective initial position via the inelastic mean free path.

This approach can be used to calculate streaking spectra as well as RABBITT spectra. In the case of streaking, \( A_{EUV}^0(t) \) is the envelope of a single-attosecond pulse, while it is the envelope of an attosecond pulse train for RABBITT calculations.

If not specified, the time-independent potential parameters used here are \( z_s = 0, w_s = 0.2 \) Å, \( V_{JP} = 10 \) eV, \( \mu = 5 \) Å, and \( a = 0.15 \) Å. These values are not optimized for any specific material, but are in the order of typical values used to successfully reproduce experimental results [10,16].

Computations are performed on a one-dimensional spatial grid ranging from \(-185\) to \(185\) nm using 32,768 grid points. Time integration is performed via a split-step Fourier method [34,35] with a step size of \( dt = 0.24 \) as. Equation (6) is integrated until the IR pulse is terminated. The split-step Fourier method using fast Fourier transforms (FFTs) implicitly enforces periodic boundary conditions, which is not a proper description for the photoemission process into the semi-infinite vacuum half-space. Therefore, spatial grid size was chosen such that the photoelectron wave packet did not reach the boundaries during whole time integration.

3. Results

We start our discussion with a short introduction into the generation of single-attosecond pulses and attosecond pulse trains, which are obtained by the HHG process in noble-gas atoms. The latter can be envisioned in a three-step process [36,37]: During each cycle of the laser pulse, the atom is ionized by the strong electric field of the laser pulse. The electron is subsequently further accelerated by the laser field. When the electric field reverses its sign during the cycle, a certain fraction of the electron wave packet is accelerated back toward the parent ion and recollides. Since it gained kinetic energy during the acceleration process, the recombined atom emits a photon with energy corresponding to an odd high-order multiple of the fundamental photon energy. A typical gas target HHG spectrum of a near-infrared few-cycle pulse can be divided into three regimes (Figure 2): The intensity of the spectral lines rapidly decays at the lowest odd harmonic orders due to decreasing conversion efficiency in this regime. At intermediate harmonic orders, there is a plateau regime with distinguishable lines of constant intensity located at the odd multiples of fundamental frequency. A dropping cutoff continuum is formed at the highest harmonic orders within reach where only recolliding electrons from a single half-cycle of the IR pulse with maximum electric field strength contribute. Cutoff energy depends on the ponderomotive potential of the laser-driven motion, and thus increases with increasing laser intensity [26].

RABBITT and streaking experiments require filtering different regions of the HHG spectrum. In a RABBITT experiment, the excitation spectrum is restricted to the plateau region where separate EUV lines can form attosecond pulse trains [28]. For streaking, a broad part of the cutoff continuum needs to be spectrally filtered to generate single-attosecond pulses. To obtain sufficient spectral width in the cutoff regime for single-attosecond pulses, the fundamental pulse duration is restricted to less than two optical cycles [1]. The goal here is to study the possibility of direct experimental comparison of streaking and RABBITT measurements of identical initial and final states. Hence, it is required that single-attosecond pulses and attosecond pulse trains with identical mean photon energy are available. Therefore, either HHG cutoff is brought into overlap with a spectral filter that then transmits a single pulse, or the cutoff is shifted to significantly higher energies, so that the plateau regime is transmitted through the filter, resulting in an attosecond pulse train. For the following analysis, we assume that we can independently adjust the EUV spectrum from the IR pulse. In an experiment, this is, in principle, possible if the IR pulse is separated from that part of the IR pulse driving the HHG process. The pulse
duration and intensity of the part of the IR pulse responsible for HHG needs to be adjusted to tune the EUV spectrum. Furthermore, effects related to the spectral phase of the EUV spectrum are omitted.

3. Results
We start our discussion with a short introduction into the generation of single-attosecond pulses. In an experiment, this is, in principle, possible if the IR pulse is separated from that part of the EUV pulse train. In the RABBITT regime, an attosecond pulse train is applied as the excitation pulse. Here, its plateau regime with distinguishable lines of constant intensity located at the odd multiples of fundamental photon energy is ionized by the strong electric field of the laser pulse. The electron is subsequently further accelerated by the laser field. When the electric field reverses its sign during the cycle, a certain fraction of the electron wave packet is accelerated back toward the parent ion and recollides. Since it is ionized by the strong electric field of the laser pulse.

3.1. From RABBITT Regime to Streaking Regime
To demonstrate the transition from the conditions of a RABBITT to a streaking experiment in a simplified solid-surface system, EUV attosecond pulse duration is successively reduced. A reduction of attosecond EUV pulse duration in the time domain implies a broadening of the corresponding EUV excitation spectrum. The attosecond excitation pulses corresponding to the EUV spectra applied in the following are shown in Figure 3.

**Figure 2.** Schematic high harmonic spectrum of a few-cycle IR pulse. In the intermediate energy regime, separated harmonic lines of equal height form a plateau. Spectral filtering in this regime leads to EUV APTs. In the high-energy regime, a cutoff continuum is formed. To obtain SAPs, this regime needs to be spectrally filtered.

**3.1. From RABBITT Regime to Streaking Regime**

To demonstrate the transition from the conditions of a RABBITT to a streaking experiment in a simplified solid-surface system, EUV attosecond pulse duration is successively reduced. A reduction of attosecond EUV pulse duration in the time domain implies a broadening of the corresponding EUV excitation spectrum. The attosecond excitation pulses corresponding to the EUV spectra applied in the following are shown in Figure 3.

**Figure 3.** Normalized intensity of EUV excitation pulses (solid line) in the time domain corresponding to the EUV spectra shown in Figure 4a–d. Pulse train envelopes are also shown (dotted lines). The envelope full width at half maximum (FWHM) pulse durations are (a) 6.7 fs, (b) 1.7 fs, (c) 1.1 fs, and (d) 474 as.
Figure 4. Simulated photoelectron spectra (color plots) corresponding to four different EUV excitation spectra (black lines). All spectra were individually normalized. EUV pulse (train) was given by the Fourier transform of the EUV spectra. IR pulse was treated independently, with a center wavelength of 800 nm, pulse duration of 5 fs, and maximum electric field amplitude $E_0 = 1 \ \text{V/nm}$. Effective propagation distance was 5 Å, and initial-state binding energy was $\varepsilon_0 = -52.9 \ \text{eV}$.

In a RABBITT experiment, an attosecond pulse train is applied as the excitation pulse. Here, its envelope full width at half maximum (FWHM) pulse duration is 6.7 fs (Figure 3, red line). The corresponding excitation spectrum in the RABBITT regime consists of two well-separated narrow spectral EUV lines located at the 59th and 61st harmonic order (Figure 4a) corresponding to 91.3 and 94.4 eV, respectively.

Now, we move from a pure RABBITT regime to a pure streaking regime by reducing the duration of the APT envelope. As fewer and fewer subpulses of the EUV pulse train interfere with each other, the resulting spectral features of the harmonics become broader. For a 1.7 fs (FWHM) long attosecond pulse train envelope, three EUV pulses interact with the system (Figure 3, blue line), resulting in two broad but still fully separated lines in the EUV spectrum (Figure 4b). Further reduction of the APT envelope duration to 1.1 fs leads to very weak side pulses and a pronounced main attosecond pulse in the APT (Figure 3, brown line). Spectral lines in the corresponding EUV spectrum overlap (Figure 4c). A single-attosecond pulse (Figure 3, green line) of 474 as duration was obtained for broad spectral distribution (Figure 4d).

Time-resolved photoelectron spectra are calculated by solving the full one-particle TDSE while the excitation spectrum is varied. The initial wave function of the electron is localized at 5 Å below the surface. This initial depth inside the material was chosen since it closely fits the effective mean free path of the photoelectrons considered here. Note that the kinetic energies of the photoelectrons are close to the minimum of the universal curve [38]. The time-independent potential consists of jellium potential and screened Yukawa potential. The electron is excited by the EUV pulse (train) and propagates toward the surface, where it is emitted into the vacuum. For all EUV excitation pulses,
the electron wave packet starts to interact with the same 5 fs 800 nm IR cosine pulse with electric field amplitude $E_0 = 1 \text{ V/nm}$.

For excitation by an attosecond pulse train (Figure 3, red line), the resulting time-resolved photoelectron spectrum is a typical RABBITT spectrogram, as shown in Figure 4a. For delays between the IR and EUV pulse beyond the temporal overlap of both pulses, there are two photoelectron peaks located at energies corresponding to odd harmonics (not shown). If the EUV and IR pulses overlap, there are additional side bands at even harmonic orders (LAPE) [30]. The additional side band (60th harmonic) located between the 59th and 61st harmonic order, oscillates as a function of IR–EUV time delay due to interference between photoelectrons that emit one IR photon after absorption of a 61st-order EUV photon and those that absorb one IR photon after absorption of a 59th-order EUV photon. For constructive interference at the side band, there is destructive interference in the odd-order single-photon peaks, and vice versa. Note that, here, a bandwidth-limited EUV pulse train is assumed and, hence, the different harmonics interact with the initial state at the exact same time.

If the photoelectron were excited by a 1.7 fs APT (Figure 3, blue line), the spectrogram would show deviations from a pure RABBITT spectrogram (Figure 4b). For IR–EUV delays $\tau_{\text{IR–EUV}}$ at which a higher yield at the 59th band is observed, the yield is reduced at the 61st band, and vice versa. In addition, the 59th- and 61st-order bands show IR-induced and IR–EUV delay-dependent broadening.

For even shorter duration of the APT envelope (1.1 fs, Figure 3, brown line), where EUV lines overlap (Figure 4c), the resulting spectrogram shows a signature of the vector potential of the IR pulse. However, for certain IR–EUV delays $\tau_{\text{IR–EUV}}$, the direct photoemission peaks corresponding to the odd harmonics can still be distinguished. This intermediate regime (Figure 4b,c) exhibits features of both RABBITT and streaking spectra.

Further reduction of the pulse train envelope leads to excitation with a single-attosecond pulse (Figure 3, green line) and correspondingly broad kineticenergy distribution of the excited electron wave packet (Figure 4d). This results in a typical streaking spectrogram, where the peak shift as function of $\tau_{\text{IR–EUV}}$ reproduces IR vector potential. This transition illustrates that RABBITT and attosecond-streaking are two extremal cases of laser-assisted photoemission [30]. The manifestation of the LAPE mechanism critically depends on the time structure of the involved EUV and IR fields. In the limit of rather long IR and EUV pulses, photoemission side-band formation is observed. For very short EUV pulses (streaking case) and rapidly amplitude-modulated EUV fields (RABBITT case) the interference of different excitation pathways leads to a streaking and a RABBITT spectrogram, respectively. Note that all spectrograms are calculated for the same IR pulse. Thus, the appearance of either a RABBITT or a streaking type of spectrum is not at all related to IR field properties, but is basically determined by the time structure of the EUV field.

Interestingly, continuous transition between both regimes seen in Figure 4 can be understood as an example of the quantum-classical correspondence principle: In the RABBITT regime, we observed discrete photoelectron side-band peaks caused by exchange of IR photons with the electron wave packet. The time structure of the electron wave packet created by the APT and this interaction with the photon field results in final electron momentum distribution that is characteristic for quantized light–matter interaction, i.e., discrete side bands appear. Moreover, the information of photoemission dynamics is imprinted on the RABBITT signal via the phase of the photoelectron wave function, which is a genuine quantum property. RABBITT, as an interferometric measurement, works as a quantum clock [14]. In contrast, the streaking regime exhibits classical behavior. Here, photoelectrons also undergo multiple interactions with the photon field but, due to different accessible interference pathways, resulting in continuously varying momentum distribution, and quantized light–matter interaction is no longer evident. The attosecond streak camera [29] acts as a classical clock [14] where time information can be analogously extracted to a streaking camera, in the sense that, here, a transient electric field directly imposes the time reference.
3.2. Comparison of Streaking and RABBITT Delays with Classical Photoemission Times

To compare the delay information that can be obtained from a streaking or RABBITT experiment at solid surfaces, streaking and RABBITT spectrograms were calculated for different center EUV energies. Again, the initial state is effectively localized at −5 Å, and the potential specified in the Methods section is used as an example system. Spectra were calculated for \( E_{\text{kin}} = h \omega + \epsilon_0 \), ranging from 5 to 90 eV. The IR pulse has a central energy of 1.55 eV, and pulse duration of 5 fs. The delay axis was sampled by 101 \( \tau_{\text{IR-EUV}} \) delay steps between −2.4 and 2.4 fs. From the resulting spectrograms, the corresponding streaking and RABBITT delays were extracted following the procedures described in Appendix A.

Resulting delays \( \tau_{\text{RABBITT}} \) and \( \tau_{\text{streaking}} \) are shown in Figure 5, and compared with \( t_{\text{PE}} \) (Figure 5a). Photoemission times \( t_{\text{PE}} \) were determined by calculating the classical transport time for a free electron at the same potentials propagating from emission depth \( (z = -5 \text{ Å}) \) to the surface \( (z = 0 \text{ Å}) \).

![Figure 5](image-url)  

**Figure 5.** Comparison of streaking and RABBITT delays with classical photoemission transport times \( t_{\text{PE}} \). (a) Variation of streaking (green crosses) and RABBITT delays (red dots), as well as classical photoemission times (black) as a function of (vacuum) kinetic energy. For the streaking data, error bars are not shown because they are smaller than the symbol size. Streaking and RABBITT delays were extracted from spectrograms, calculated by solving the one-dimensional time-dependent Schrödinger equation (TDSE) (Equation (6)) for potential properties described in the main text. (b) Difference between RABBITT and streaking delays and classical photoemission times. (c) Difference between RABBITT and streaking delays.

Streaking delays can be determined from simulated photoelectron spectra with an accuracy of \( \Delta \tau_{\text{streaking}} = \pm 0.2 \text{ as} \) (Appendix A, Figure A1a). Due to the lack of an appropriate evaluation method for few-cycle RABBITT data (Appendix A, Figure A1b), RABBITT delays are subject to a larger systematic error, and can only be specified here with the accuracy \( \Delta \tau_{\text{RABBITT}} = \pm 2 \text{ as} \). \( \Delta \tau_{\text{RABBITT}} \) decreases for longer IR pulses that would, however, significantly increase simulation computation time.

Figure 5b shows the difference between classical photoemission times \( t_{\text{PE}} \) and \( \tau_{\text{RABBITT}} \) (red), as well as \( \tau_{\text{streaking}} \) (green), respectively. Consistently with the quantum-classical correspondence principle, streaking and RABBITT delays from TDSE calculations approach the classical results with increasing kinetic energy. The difference becomes smaller than 1 as for \( E_{\text{kin}} \geq 45 \text{ eV} \), and one can conclude that the extracted delays from the spectrograms indeed reveal photoemission time. Note that
deviation from classical behavior is not significant for $E_{\text{kin}} \geq 25$ eV in the RABBITT case because of larger systematic error. For smaller energies, streaking and RABBITT results exhibit oscillatory deviations from the classical case toward smaller delays. This is a quantum mechanical interference effect caused by partial reflections of the excited state wave packet at the inhomogeneities of the potential. In TDSE calculations, the actual shape of the potential composed of the potential step at the surface and the Yukawa potential determine energy-dependent transmission and reflection coefficients. Therefore, parts of the wave packet undergo reflections before being emitted through the surface. The corresponding interference pattern that emerges in the spatial region between the initial position and the surface step is more pronounced for low kinetic energies. This results in modulated photoelectron energy distribution. Consequently, this imprints temporal modulation onto the wave packet that affects the delay extracted from the time-resolved photoelectron spectrogram. In the case of streaking, there is a maximum difference between streaking delay $\tau_{\text{streaking}}$ and classical photoemission time $t_{\text{PE}}$ of $-11$ as at 7.5 eV. The same behavior can also be observed for RABBITT delays.

Unfortunately, we have no knowledge about the exact potential shape of a solid at the interface. Still, we can conclude that quantum effects due to scattering at potential inhomogeneities have more impact to lower kinetic energies. Hence, we conclude that the validity of classical photoemission time deteriorates as final state energy approaches vacuum energy.

The difference between delays determined from streaking spectra and RABBITT spectra is shown in Figure 5c. For kinetic energies <10 eV, there are significant differences between these two cases. We attribute this difference to the modulated energy distributions mentioned above. The impact of this effect on different electron distributions generated in RABBITT and streaking experiments results in different extracted temporal delays. Additional differences can arise due to ambiguities in streaking spectrogram analysis for low kinetic energies where asymmetries of the resulting momentum distribution are ignored. Note that IR field-driven recollision dynamics of the photoelectron with the surface were negligible at the investigated field strength for this energy range.

For kinetic energies higher than 10 eV within the accuracy available here, there was no significant difference between RABBITT and streaking spectra for solid-state systems at this level of description. It is necessary to improve the method to evaluate simulated RABBITT spectra to clarify if these small differences (<2 as) have a physical origin or if it is an analysis issue.

4. Conclusions

We calculated time-resolved photoelectron spectra for photoemission from solid surfaces in a one-dimensional single-active-electron model using jellium-type potential and electron-hole interaction. Thus, a band structure does not exist in this model. For RABBITT and streaking spectra, we applied the same IR field strength of 1 V/nm, i.e., $1.3 \times 10^{11}$ W/cm$^2$ peak intensity, at a pulse duration of 5 fs. Both methods yielded analyzable signals. This corresponds to a streaking amplitude of 1.2 eV at $E_{\text{kin}} = 25$ eV and to a streaking amplitude of 1.7 eV at $E_{\text{kin}} = 50$ eV, which is comparable to typical results for streaking at solid surfaces [9–11,39]. IR intensity applied in the RABBITT experiments was in the same order of magnitude [23,32,40].

We could show for solid surfaces that RABBITT and streaking yield identical delay information within evaluation accuracy. Analysis revealed that differences between these techniques are expected to play a role only for photoelectrons with kinetic energy below 10 eV in the investigated system. In core-level photoemission spectra from solid samples, photoelectrons in this kinetic energy range are impossible to determine in practice because these photoemission peaks would be covered by a strong secondary electron background. Based on our analysis, differences between RABBITT and streaking delays determined at surfaces with vanishing internal IR field in an accessible energy range are smaller than $\pm 3$ as. Obviously, this is also valid for delay differences.

For experimental proof of our model calculations, van der Waals crystals might be a suitable set of samples, because streaking delays of WSe$_2$ photoemission spectra were successfully explained by the model applied here using jellium-type potential and including electron–hole
interaction for electron transport while treating angular momentum influences as intra-atomic effects. Additionally, they exhibited stable surface conditions, which is helpful for such a challenging experiment [10].

Moreover, it can be stated that both streaking and RABBITT delay reflect photoemissi in our model for sufficiently high kinetic energy as long as the IR field inside the material can be neglected.

In a system described by homogeneous inner potential, i.e., a jellium model, the EUV transition matrix element is a rather flat function with respect to energy. However, if the EUV transition matrix element in a system exhibits narrow features, photoelectron yield at narrow harmonic lines is sensitive to these features in a RABBITT measurement. This could lead to asymmetric spectral distributions. In a streaking spectr ogram, broad energy distribution might average out these features, and the method might be less sensitive to transition matrix properties, and differences to RABBITT could arise. So, for more advanced models of solid-state photoemission, taking, for example, band-structure effects into account, deviations between RABBITT and streaking spectroscopy might appear. Hence, similar investigations as are needed for a more advanced description of electron dynamics in solids.
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**Appendix A Extraction of Delays**

Streaking delays $\tau_{\text{streaking}}$ can be determined by least-square fitting of IR vector potential $A_{IR}$ (Equation (2)) to the momentum expectation value $\langle p \rangle$ of the spectrum (Figure A1a). In order to obtain $\langle p \rangle$, continuum wave packet $\Phi(z, t)$ is evaluated for $t \gg t_{IR}$. Keeping the streaking amplitude as a free fit-parameter accounts for squeezing the streaking amplitude due to a finite EUV pulse duration. The fit works reliably and gives a standard error for the streaking delay fit parameter of $\Delta \tau_{\text{streaking}} = \pm 0.2$ as. There are systematic deviations between model function and simulation results in the order of $10^{-3}$ of the maximum streaking shift.

![Figure A1](image-url). Analysis of simulated photoelectron spectra for a 50 eV photoelectron interacting with an IR pulse with a center wavelength of 800 nm, pulse duration of 5 fs, and maximum electric field amplitude $E_0 = 1$ V/nm.
(a) Photoelectron is generated by a single-attosecond pulse (streaking). IR vector potential (red line) is fitted to the simulated data points. The residuum between model function and data points (blue line) exhibits systematic deviations in the order of $10^{-3}$ with respect to the streaking amplitude.

(b) Photoelectron is generated by an attosecond pulse train (RABBITT). Equation (9) (red line) is fitted to the simulated data points. Here, the residuum between model function and data points (blue line) shows systematic deviations in the order of a few percent of maximum side-band intensity.

In a RABBITT experiment using longer IR pulses (>20 fs), side-band delays are usually determined by fitting a cosine function to side-band intensity $I_{SB}$ [2,6,23,32]. However, in the simulations presented here, background-free few-cycle RABBITT spectra were calculated using a 5 fs IR pulse, i.e., its finite spectral width comes into play. The corresponding nonresonant two-photon transition matrix elements scale with $1/\omega_{IR}$. Therefore, low-energy parts of the IR spectrum contribute more strongly to side-band intensity than the high-energy parts. This leads to a red-shift of side-band oscillation with respect to IR center frequency [41]. Determination of RABBITT delays becomes nontrivial, because neglecting the envelope of the EUV pulse train and IR pulses leads to systematic deviations between model function and results. The best agreement was obtained for fitting the square modulus of the convolution of the EUV pulse train envelope with the IR electric field (Equation (9)) to the integrated side-band intensity (Figure A1b):

$$I_{SB}(\tau_{IR-EUV}) = I_0 \left| \int_{-\infty}^{+\infty} dt A_{EUV}(t - (\tau_{IR-EUV} - \tau_{RABBITT}))*E_{IR}(t) \right|^2$$

(9)

Here, delay $\tau_{RABBITT}$, IR oscillation frequency, IR pulse duration, and $I_0$ are used as fit parameters to account for the red shift. The red shift of the side-band oscillation amounts to 60 meV at $E_{kin} = 50$ eV for a 5 fs pulse with 1.55 eV central energy. However, as shown in Figure A1b, there are systematic deviations for short IR pulses in the order of a few percent of the maximum side-band intensity, i.e., one order of magnitude larger than in the streaking case. These systematic errors cause instabilities in the fitting procedure that prevent convergence with respect to delay-axis sampling. For our analysis, we compared fit results for different distributions of IR–EUV delay sampling points. The scattering of results provides an accuracy estimate. Thus, RABBITT delays determined with this procedure are subject to a systematic error of $\Delta \tau_{RABBITT} = \pm 2$ as.
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