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Abstract. We consider a transmission problem where a structurally damped plate equation is coupled with a damped or undamped wave equation by transmission conditions. We show that exponential stability holds in the damped-damped situation and polynomial stability (but no exponential stability) holds in the damped-undamped case. Additionally, we show that the solutions first defined by the weak formulation, in fact have higher Sobolev space regularity.

1. Introduction

In this paper, we study a coupled plate-membrane system, where we assume structural damping for the plate and damping / no damping for the wave equation. More precisely, we consider the following geometric situation: Let \( \Omega \subset \mathbb{R}^2 \) be a bounded \( C^4 \)-domain with boundary \( \Gamma \), and let \( \Omega_2 \subset \Omega \) be a non-empty bounded \( C^4 \)-domain satisfying \( \overline{\Omega_2} \subset \Omega \). We set \( \Omega_1 := \Omega \setminus \overline{\Omega_2} \) and \( I := \partial \Omega_2 \). Then \( I \) is the interface between \( \Omega_1 \) and \( \Omega_2 \) (see Figure 1 for the geometric situation).

By \( \nu \), we denote the outer unit normal with respect to \( \Omega_1 \) both on \( \Gamma \) and on \( I \).

In \( \Omega_1 \cup \Omega_2 \), we consider the plate-membrane (plate-wave) system

\[
\begin{align*}
(1.1) & \quad u_{tt} + \Delta^2 u - \rho \Delta u_t = 0 \quad \text{in } (0, \infty) \times \Omega_1, \\
(1.2) & \quad w_{tt} - \Delta w + \beta w_t = 0 \quad \text{in } (0, \infty) \times \Omega_2,
\end{align*}
\]

where \( \rho \geq 0 \) and \( \beta \geq 0 \) are fixed constants. For \( \rho > 0 \), we have structural damping for the plate equation (1.1), whereas the coefficient \( \beta \geq 0 \) describes the damping (or the absence of damping) for the wave equation (1.2). On the outer boundary \( \Gamma \), we impose clamped (Dirichlet) boundary conditions

\[
(1.3) \quad u = \partial_\nu u = 0 \quad \text{on } (0, \infty) \times \Gamma.
\]

On the interface \( I \), we have transmission conditions of the form

\[
\begin{align*}
(1.4) & \quad u = w \quad \text{on } (0, \infty) \times I, \\
(1.5) & \quad \mathcal{B}_1 u = 0 \quad \text{on } (0, \infty) \times I, \\
(1.6) & \quad \mathcal{B}_2 u - \rho \partial_\nu u_t = -\partial_\nu w \quad \text{on } (0, \infty) \times I
\end{align*}
\]
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Figure 1. The set $\Omega = \Omega_1 \cup I \cup \Omega_2$.

with

$$R_1 u := \Delta u + (1 - \mu) B_1 u \quad \text{and} \quad R_2 u := \partial_t \Delta u + (1 - \mu) \partial_t B_2 u,$$

where

$$B_1 u := -\langle \tau, (\nabla^2 u) \tau \rangle \quad \text{and} \quad B_2 u := \langle \tau, (\nabla^2 u) \nu \rangle.$$

Here, $\mu \in (0, \frac{1}{2})$ is Poisson’s ratio and $\tau := \begin{pmatrix} -\nu_2, \nu_1 \end{pmatrix}^T$. As we have a coupling of a fourth-order equation with a second-order equation, we have two transmission conditions ((1.4) and (1.6)) and one boundary condition (1.5) on the interface $I$.

Finally, the boundary-transmission problem (1.1)–(1.6) is endowed with initial conditions of the form

1. $u|_{t=0} = u_0$, $u_t|_{t=0} = u_1$ in $\Omega_1$,
2. $w|_{t=0} = w_0$, $w_t|_{t=0} = w_1$ in $\Omega_2$.

The aim of the present paper is to investigate well-posedness as well as regularity and stability of the solution of (1.1)–(1.8). Note that we omitted all physical constants for simplicity. Concerning the modelling of plate-membrane systems and more detailed models including physical constants, we refer to, e.g., [6], [15], and [19].

It is well known that the structurally damped plate equation itself has exponential stability and leads to the generation of an analytic $C_0$-semigroup even in the $L^p$-setting, see [12] and the references therein. Due to the hyperbolic structure of the wave equation (1.2), $L^p$-theory is not feasible for the coupled system, and we will consider the plate-membrane system in an $L^2$-framework. It is not hard to see the for all $\rho \geq 0$ and $\beta \geq 0$ we have well-posedness, i.e. generation of a $C_0$-semigroup in the corresponding $L^2$-Sobolev spaces (see Theorem 2.2 below). The main results of the present paper state that we have exponential stability if both dampings are present ($\rho > 0$ and $\beta > 0$) but no exponential stability if the wave equation is undamped ($\beta = 0$), see Theorems 3.1 and 3.2. In the case of a structurally damped plate equation and an undamped wave equation ($\rho > 0$ and $\beta = 0$) we obtain polynomial stability (Theorem 5.2).

Moreover, the “good” parabolic structure of the damped plate equation implies high elliptic regularity for $u$ and $w$ (Theorem 4.5). In particular, the transmission conditions (1.4)–(1.6) hold in the sense of boundary traces.
There is a huge amount of literature on transmission problems for elastic systems, most of them dealing with wave-wave systems. For wave-plate transmission problems, we mention [17], where Kelvin-Voigt damping for the plate equation is considered (see also [18] for the one-dimensional case). In [5] exponential stability was obtained for a damped wave / damped plate transmission problem under some geometric condition which leads to a flat interface. This was generalized in [26] to a model with curved middle surface by virtue of geometric multiplier method. In [16], stabilization of a damped wave / damped plate system with variable coefficients is studied by means of a Riemannian geometrical approach. For stability of coupled wave-plate systems within the same domain, we mention, e.g., [21].

Whereas the above mentioned results show exponential stability for many cases of damped-damped systems, this cannot be expected in the damped-undamped situation where we have, from a mathematical point of view, a parabolic-hyperbolic coupled system (see, e.g., [7], [8], [13] for heat-wave systems).

For transmission problems in (thermo-)viscoelasticity, we mention, e.g., [3], [4], [14], [23], and [24]. In particular, in [24] polynomial stability for a (thermo-) viscoelastic damped-undamped system with Kelvin-Voigt damping has been shown. The proof is based on an extended version of a characterization of polynomial stability due to Borichev and Tomilov [9]. It turns out that some arguments in [24] can be adapted to the plate-wave situation considered in the present paper to show that the system is not exponentially but polynomially stable (Section 5). We remark that our proof of polynomial stability is based on rather general methods which should be applicable for other transmission problems. However, by this method we do not obtain optimal polynomial rates. The proof of higher regularity (Section 4) uses arguments similar to [11] where damped plate / undamped plate transmission problems were investigated. In particular, we apply the classical theory of parameter-dependent boundary value problems (see [2]) to obtain sufficiently good estimates in the damped part.

The structure of the paper is as follows: In Section 2, we define the basic spaces and operators and show the generation of a $C_0$-semigroup of contractions. Exponential stability for $\rho > 0$ and $\beta > 0$ and non-exponential stability for $\beta = 0$ is shown in Section 3, whereas the proof of higher regularity based on parameter-elliptic theory can be found in Section 4. Finally, polynomial stability for $\rho > 0$ and $\beta = 0$ is proven in Section 5.

2. WELL-POSEDNESS

We denote by $H^2_\Gamma(\Omega_1)$ the space of all $u \in H^2(\Omega_1)$ with $u|_\Gamma = \partial\nu u|_\Gamma = 0$. On $H^2_\Gamma(\Omega_1)$ we consider the inner product

$$\langle u, v \rangle_{H^2_\Gamma(\Omega_1)} := \int_{\Omega_1} \nabla^2 u : \nabla^2 v + \mu [u, v] \, dx,$$

where

$$\nabla^2 u : \nabla^2 v := u_{x_1 x_1} v_{x_1 x_1} + u_{x_2 x_2} v_{x_2 x_2} + 2u_{x_1 x_2} v_{x_1 x_2}$$
and
\[ [u, v] := u_{x_1} x_1 v_{x_2} x_2 + u_{x_2} x_2 v_{x_1} x_1 - 2u_{x_1} x_2 v_{x_1} x_2 \]
for all \( u, v \in H^2_1(\Omega_1) \). We thus have that
\[ \langle u, v \rangle_{H^2(\Omega_1)} = \mu \langle \Delta u, \Delta v \rangle_{L^2(\Omega_1)} + (1 - \mu) \langle \nabla^2 u, \nabla^2 v \rangle_{L^2(\Omega_1)} \]
for all \( u, v \in H^2_1(\Omega_1) \). By Poincaré’s inequality, we have that
\[ \|u\|_{H^2(\Omega_1)} \leq C \left( \|\nabla u\|_{L^2(\Omega_1)}^2 + \|\nabla^2 u\|_{L^2(\Omega_1)} \right) \]
for \( u \in H^2_1(\Omega_1) \). Here and in the following, \( C \) denotes a generic constant which may change at each appearance. The above estimate shows that \( \|\cdot\|_{H^2(\Omega_1)} = \) equivalent to the \( H^2(\Omega_1) \)-norm on \( H^2_1(\Omega_1) \). In particular, \( (H^2_1(\Omega_1), \langle \cdot, \cdot \rangle_{H^2(\Omega_1)}) \) is a Hilbert space.

We will also use the following result on integration by parts.

**Lemma 2.1.** (See [10], p. 27.) For \( u \in H^4(\Omega_1) \cap H^2_1(\Omega_1) \) and \( v \in H^2_1(\Omega_1) \) it holds
\[ \langle \Delta^2 u, v \rangle_{L^2(\Omega_1)} = \langle u, v \rangle_{H^2(\Omega_1)} - \langle \mathcal{R}_1 u, \partial_\nu v \rangle_{L^2(\Omega_1)} - \langle \mathcal{R}_2 u, v \rangle_{L^2(\Omega_1)}. \]

Let
\[ \mathcal{H} := \left\{ U = (u_1, v_1, u_2, v_2)^T \in H^2_1(\Omega_1) \times L^2(\Omega_1) \times H^1(\Omega_2) \times L^2(\Omega_2) : u_1 |\Omega_1 = u_2 |\Omega_2 \right\} \]
be endowed with the inner product
\[ \langle U, \tilde{U} \rangle_{\mathcal{H}} := \langle u_1, \tilde{u}_1 \rangle_{H^2_1(\Omega_1)} + \langle v_1, \tilde{v}_1 \rangle_{L^2(\Omega_1)} + \langle \nabla u_2, \nabla \tilde{u}_2 \rangle_{L^2(\Omega_2)}^2 + \langle v_2, \tilde{v}_2 \rangle_{L^2(\Omega_2)} \]
for \( U, \tilde{U} \in \mathcal{H} \). Then \( (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}}) \) is a Hilbert space. Note that we can omit the term \( \langle u_2, \tilde{u}_2 \rangle_{L^2(\Omega_2)} \) by Poincaré’s inequality as \( u_1 \chi_{\Omega_1} + u_2 \chi_{\Omega_2} \in H^1_0(\Omega) \). Here, \( \chi_{\Omega_1} \) stands for the characteristic function of \( \Omega_1 \).

We introduce the operator matrix \( A \) given by
\[
A := \begin{pmatrix}
0 & 1 & 0 & 0 \\
-\Delta^2 & \rho \Delta & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & \Delta & -\beta
\end{pmatrix}
\]
By \( (2.1) \), we have that
\[
\langle AU, \tilde{U} \rangle_{\mathcal{H}} = \langle v_1, \tilde{u}_1 \rangle_{H^2_1(\Omega_1)} - \langle \Delta^2 u_1 - \rho \Delta v_1, \tilde{v}_1 \rangle_{L^2(\Omega_1)} + \langle \nabla v_2, \nabla \tilde{u}_2 \rangle_{L^2(\Omega_2)}^2 + \langle \Delta u_2 - \beta v_2, \tilde{v}_2 \rangle_{L^2(\Omega_2)}^2 - \langle u_1, \tilde{v}_1 \rangle_{H^2_1(\Omega_1)} - \langle \mathcal{R}_2 u_1, \partial_\nu \tilde{v}_1 \rangle_{L^2(\partial \Omega_1)} - \rho \langle \nabla u_1, \nabla \tilde{v}_1 \rangle_{L^2(\Omega_1)}^2 + \rho \langle \partial_\nu u_1, \tilde{v}_1 \rangle_{L^2(\partial \Omega_1)}
\]
Theorem 2.2. The operator $\rho(\Delta u_2 + \beta v_2)_{L^2(\Omega_2)}^2 - \beta(v_2, \bar{v}_2)_{L^2(I)}$
for all sufficiently smooth $U, \bar{U}$. This leads us to the following interpretation of
the transmission conditions (1.5) and (1.6): we say that $U$ satisfies the transmission conditions (1.5) and (1.6) weakly if the equality
\[(2.2) \quad \langle AU, \Phi \rangle = \langle v_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} + \langle v_2, \varphi_2 \rangle_{L^2_2(\Omega_2)}^2 - \langle u_1, \psi_1 \rangle_{H^2_1(\Omega_1)}
- \rho \langle \nabla v_1, \nabla \psi_1 \rangle_{L^2_1(\Omega_1)}^2 - \langle \nabla u_2, \nabla \psi_2 \rangle_{L^2_2(\Omega_2)}^2 - \beta \langle v_2, \psi_2 \rangle_{L^2_2(\Omega_2)}^2\]
holds true for all $\Phi = (\varphi_1, \psi_1, \varphi_2, \psi_2)^T \in H^2_1(\Omega_1) \times H^2_1(\Omega_1) \times H^1(\Omega_2) \times H^1(\Omega_2)$
satisfying $\varphi_1 = \varphi_2$ and $\psi_1 = \psi_2$ on $I$.

Now, we consider the linear operator $A: D(A) \subset \mathcal{H} \to \mathcal{H}$, $U \mapsto AU$ with
$D(A) := \{ U \in \mathcal{H} : v_1 \in H^2_1(\Omega_1), v_2 \in H^1(\Omega_2), \Delta^2 u_1 \in L^2(\Omega_1), \Delta u_2 \in L^2(\Omega_2),
\quad v_1 = v_2 \text{ on } I \}$ and (1.5), (1.6) are weakly satisfied).

As
\[(2.3) \quad \text{Re} \langle AU, U \rangle = -\rho \| \nabla v_1 \|^2_{L^2_1(\Omega_1)}^2 - \beta \| v_2 \|^2_{L^2_2(\Omega_2)} \leq 0\]
for all $U \in D(A)$, the operator $A$ is dissipative. The same argument shows that for any smooth solution $(u, w)$ of (1.1)-(1.6), the energy
\[E(t) := \frac{1}{2} \int_{\Omega_1} \mu |\Delta u(t)|^2 + (1 - \mu)|\nabla^2 u(t)|^2 + |u_i(t)|^2 \, dx \]
\[+ \frac{1}{2} \int_{\Omega_2} |\nabla w(t)|^2 + |w_1(t)|^2 \, dx\]
is decreasing and the dissipation is caused by the damping both in $\Omega_1$ and $\Omega_2$.
Moreover, the system is still dissipative if only one of the damping terms is active ($\rho + \beta > 0$) and the system is conservative if there is no damping at all ($\rho = \beta = 0$).
In what follows, we show that the system (1.1)-(1.6) is well-posed for any choice of $\rho \geq 0$ and $\beta \geq 0$.

**Theorem 2.2.** The operator $\mathcal{A}: \mathcal{H} \supset D(\mathcal{A}) \to \mathcal{H}$ generates a strongly continuous semigroup $(S(t))_{t \geq 0}$ of contractions on $\mathcal{H}$.

**Proof.** First, we show that $1 - \mathcal{A}$ is surjective. Let $F = (f_1, g_1, f_2, g_2)^T \in \mathcal{H}$. We need to show that there exists a $U = (u_1, u_2, v_2) \in D(\mathcal{A})$ such that $(1 - \mathcal{A})U = F$, i.e.
\[u_1 - v_1 = f_1,\]
\[v_1 + \Delta^2 u_1 - \rho \Delta v_1 = g_1,\]
\[u_2 - v_2 = f_2,\]
\[v_2 - \Delta u_2 + \beta v_2 = g_2.\]
Plugging in $v_i = u_i - f_i$ for $i = 1, 2$, we have to solve
\[u_1 + \Delta^2 u_1 - \rho \Delta u_1 = f_1 + g_1 - \rho \Delta f_1,\]
\[u_2 - \Delta u_2 + \beta u_2 = f_2 + g_2 + \beta f_2.\]
Motivated by the notion of the weak transmission conditions, we introduce the space
\[ V := \{ u = (u_1, u_2) \in H^2_1(\Omega_1) \times H^1(\Omega_2) : u_1 = u_2 \text{ on } I \}. \]
Endowed with the scalar product
\[ \langle u, \bar{u} \rangle_V = \langle u_1, \bar{u}_1 \rangle_{H^2_1(\Omega_1)} + \langle \nabla u_2, \nabla \bar{u}_2 \rangle_{L^2(\Omega_2)^2} \quad (u, \bar{u} \in V), \]
\((V, \langle \cdot, \cdot \rangle_V)\) becomes a Hilbert space.

In order to solve (2.4), (2.5), we will use the theorem of Lax-Milgram in the Hilbert space \( V \). Let \( b : V \times V \to \mathbb{R} \) be defined by
\[ b(u, \varphi) := \langle u_1, \varphi_1 \rangle_{L^2(\Omega_1)} + \langle u_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} + \rho \langle \nabla u_1, \nabla \varphi_1 \rangle_{L^2(\Omega_1)^2} \]
\[ + (1 + \beta) \langle u_2, \varphi_2 \rangle_{L^2(\Omega_2)} + \langle \nabla u_2, \nabla \varphi_2 \rangle_{L^2(\Omega_2)^2}. \]

Obviously, \( b \) is bilinear and continuous. Since
\[ b(u, u) = \| u_1 \|^2_{L^2(\Omega_1)} + \| u_1 \|^2_{H^2_1(\Omega_1)} + \rho \| \nabla u_1 \|^2_{L^2(\Omega_1)^2} \]
\[ + (1 + \beta) \| u_2 \|^2_{L^2(\Omega_2)} + \| \nabla u_2 \|^2_{L^2(\Omega_2)^2} \]
\[ \geq \| u_1 \|^2_{H^2_1(\Omega_1)} + \| \nabla u_2 \|^2_{L^2(\Omega_2)^2} \]
holds for all \( u \in V \), the bilinear form \( b \) is coercive on \( V \). Hence, there exists a unique \( u \in V \) satisfying
\[ b(u, \varphi) = \Lambda(\varphi) \]
for all \( \varphi \in V \), where the linear functional \( \Lambda : V \to \mathbb{R} \) is given by
\[ \Lambda(\varphi) := \langle f_1 + g_1, \varphi_1 \rangle_{L^2(\Omega_1)} + \rho \langle \nabla f_1, \nabla \varphi_1 \rangle_{L^2(\Omega_1)^2} \]
\[ + \langle g_2 + (1 + \beta) f_2, \varphi_2 \rangle_{L^2(\Omega_2)}. \]

Note that for \( \varphi_1 \in \mathcal{C}^\infty_0(\Omega_1) \) we have
\[ \langle u_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} = \langle u_1, \Delta^2 \varphi_1 \rangle_{L^2(\Omega_1)} - \langle u_1, \mathcal{B}_2 \varphi_1 \rangle_{L^2(\partial \Omega_1)} + \langle \partial_\nu u_1, \mathcal{B}_1 \varphi_1 \rangle_{L^2(\partial \Omega_1)} \]
\[ = \langle \Delta u_1, \Delta \varphi_1 \rangle_{L^2(\Omega_1)}. \]

In particular, for any \( (\varphi_1, \varphi_2) \in \mathcal{C}^\infty_0(\Omega_1) \times \mathcal{C}^\infty_0(\Omega_2) \subset V \), we have that (2.4) and (2.5) are satisfied in \( L^2(\Omega_1) \) and \( L^2(\Omega_2) \), respectively. This implies that \( \Delta^2 u_1 \in L^2(\Omega_1) \) and \( \Delta u_2 \in L^2(\Omega_2) \). We set
\[ U := \begin{pmatrix} u_1 \\ u_1 - f_1 \\ u_2 - f_2 \end{pmatrix} \in \mathcal{H}. \]

Finally, using (2.4), (2.5) and (2.6), we calculate
\[ \langle \mathcal{A} U, \Phi \rangle_{\mathcal{H}} = \langle u_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} - \langle \Delta^2 u_1 - \rho \Delta v_1, \psi_1 \rangle_{L^2(\Omega_1)} \]
\[ + \langle \nabla v_2, \nabla \varphi_2 \rangle_{L^2(\Omega_2)^2} + \langle \Delta u_2 - \beta v_2, \varphi_2 \rangle_{L^2(\Omega_2)} \]
\[ = \langle u_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} - \langle g_1 + f_1, \psi_1 \rangle_{L^2(\Omega_1)} + \langle u_1, \psi_1 \rangle_{L^2(\Omega_1)} \]
\[ + \langle \nabla v_2, \nabla \varphi_2 \rangle_{L^2(\Omega_2)^2} - \langle f_2 + g_2, \varphi_2 \rangle_{L^2(\Omega_2)} \]
\[ = \langle u_1, \varphi_1 \rangle_{H^2_1(\Omega_1)} + \langle \nabla v_2, \nabla \varphi_2 \rangle_{L^2(\Omega_2)^2} \]
for any \( \Phi = (\varphi_1, \psi_1, \varphi_2, \psi_2)^\top \in H^2_0(\Omega_1) \times H^2_0(\Omega_1) \times H^1(\Omega_2) \times H^1(\Omega_2) \) satisfying \( \varphi_1 = \varphi_2 \) and \( \psi_1 = \psi_2 \) on \( I \). Therefore, \( U \) satisfies the transmission conditions weakly. Hence, \( U \in D(A) \) and \( (1 - A)U = F \).

As \( A \) is dissipative and \( 1 - A \) is surjective, \( A \) generates a \( C_0 \)-semigroup of contractions by the Lumer-Phillips Theorem. \( \square \)

**Remark 2.3.** In the same way as in the previous proof, one can show that the operator \( A \) is continuously invertible, i.e. \( 0 \) belongs to the resolvent set \( \rho(A) \).

To show this, we now have to consider

\[
\begin{align*}
\Delta^2 u_1 &= g_1 - \rho \Delta f_1, \\
-\Delta u_2 &= g_2 + \beta f_2
\end{align*}
\]

instead of (2.4) and (2.5). The sesquilinear form \( B \) and the functional \( \Lambda \) are now defined by \( B(u, \varphi) := \langle u, \varphi \rangle \) and

\[
\Lambda(\varphi) := \langle g_1, \varphi_1 \rangle_{L^2(\Omega_1)} + \rho \langle \nabla f_1, \nabla \varphi_1 \rangle_{L^2(\Omega_1)} + \langle g_2, \varphi_2 \rangle_{L^2(\Omega_2)} + \beta \langle f_2, \varphi_2 \rangle_{L^2(\Omega_2)}
\]

for \( u = (u_1, u_2), \varphi = (\varphi_1, \varphi_2) \in V \). The Riesz Representation Theorem implies that there exists a unique solution \( u = (u_1, u_2) \in V \) satisfying

\[
B(u, \varphi) = \Lambda(\varphi) \quad \text{for all } \varphi \in V.
\]

In particular, choosing \( (\varphi_1, \varphi_2) \in C^\infty_0(\Omega_1) \times C^\infty_0(\Omega_2) \subset V \) we see that (2.7) and (2.8) hold in the sense of distributions in \( \Omega_1 \) and \( \Omega_2 \), respectively. As the right-hand side of (2.7) belongs to \( L^2(\Omega_1) \), the same holds for the left-hand side, i.e. \( \Delta^2 u_1 \in L^2(\Omega_1) \). In the same way, we see that (2.8) holds as equality in \( L^2(\Omega_2) \) and therefore \( \Delta u_2 \in L^2(\Omega_2) \). Now, set

\[
\begin{align*}
v_i &= -f_i \quad \text{for } i = 1, 2.
\end{align*}
\]

Then \( U := (u_1, v_1, u_2, v_2)^\top \in A \) and

\[
\begin{align*}
\Delta^2 u_1 - \rho \Delta v_1 &= g_1, \\
-\Delta u_2 + \beta v_2 &= g_2.
\end{align*}
\]

In the same way as in the proof of Theorem 2.2, one sees that \( U \) satisfies the transmission conditions weakly. Therefore \( U \) belongs to \( D(A) \) and satisfies \( -A U = F \).

On other hand, if \( \tilde{U} \in D(A) \) solves \( -A \tilde{U} = F \), then \( B(\tilde{u}, \varphi) = \Lambda(\varphi) \) holds for all \( \varphi \in V \) due to the definition of \( D(A) \) and the weak transmission conditions. Therefore \( U = \tilde{U} \), and \( A \) is a bijection. Since \( A \) is the generator of a \( C_0 \)-semigroup by Theorem 2.2, \( A \) is closed and hence \( 0 \in \rho(A) \).

### 3. Results on exponential stability

In this section, we study exponential stability of the semigroup \( (S(t))_{t \geq 0} \) generated by \( A \). First, we consider the case where we have damping in both sub-domains, i.e., \( \rho > 0 \) and \( \beta > 0 \). It is no surprise that in this case exponential stability holds.
Theorem 3.1. Let $\rho > 0$ and $\beta > 0$. Then the semigroup $(S(t))_{t \geq 0}$ is exponentially stable, i.e., for any $U_0 \in D(\mathbf{A})$ and $U(t) := S(t)U_0 (t \geq 0)$ we have $E(t) \leq Ce^{-\kappa t}E(0)$ with positive constants $C$ and $\kappa$, where $E(t) := \frac{1}{2} ||U(t)||^2_{\mathcal{H}}$.

Proof. Let $U(t) = (u_1(t), v_1(t), u_2(t), v_2(t))^\top = S(t)U_0$ with $U_0 \in D(\mathbf{A})$. For the energy $E(t)$ we obtain

\begin{equation}
E'(t) = \text{Re} \langle \mathcal{A} U(t), U(t) \rangle_{\mathcal{H}} = -\rho \|\nabla v_1(t)\|_{L^2(\Omega_1)}^2 - \beta \|v_2(t)\|_{L^2(\Omega_2)}^2.
\end{equation}

We define $F(t) := \langle u_1(t), v_1(t) \rangle_{L^2(\Omega_1)} + \langle u_2(t), v_2(t) \rangle_{L^2(\Omega_2)}$ for $t \geq 0$. Then

\begin{align*}
|F(t)| & \leq \frac{1}{2} \left( \|u_1(t)\|_{L^2(\Omega_1)}^2 + \|v_1(t)\|_{L^2(\Omega_1)}^2 + \|u_2(t)\|_{L^2(\Omega_2)}^2 + \|v_2(t)\|_{L^2(\Omega_2)}^2 \right).
\end{align*}

By definition of $\mathcal{H}$, we have $u_1(t) = u_2(t)$ on the interface $I$, and therefore the function $u(t) := u_1(t)\chi_{\Omega_1} + u_2(t)\chi_{\Omega_2}$ belongs to $H^1_\partial(\Omega)$ for all $t \geq 0$. An application of Poincaré’s inequality yields

\begin{align*}
\|u_1(t)\|_{L^2(\Omega_1)}^2 + \|u_2(t)\|_{L^2(\Omega_2)}^2 & = \|u(t)\|_{L^2(\Omega)}^2 \leq C \|\nabla u(t)\|_{L^2(\Omega)}^2 \\
& = C \left( \|\nabla u_1(t)\|_{L^2(\Omega_1)}^2 + \|\nabla u_2(t)\|_{L^2(\Omega_2)}^2 \right) \\
& \leq C \left( \|u_1(t)\|_{H^1_\partial(\Omega_1)}^2 + \|\nabla u_2(t)\|_{L^2(\Omega_2)}^2 \right).
\end{align*}

Therefore, for some constant $c_1 > 0$ we get

\begin{equation}
|F(t)| \leq \frac{c_1}{2} ||U(t)||^2_{\mathcal{H}} = c_1 E(t).
\end{equation}

Using $U'(t) = \mathcal{A} U(t)$, we obtain

\begin{align*}
F'(t) & = \langle u'_1(t), v_1(t) \rangle_{L^2(\Omega_1)} + \langle u_1(t), v'_1(t) \rangle_{L^2(\Omega_1)} \\
& \quad + \langle u'_2(t), v_2(t) \rangle_{L^2(\Omega_2)} + \langle u_2(t), v'_2(t) \rangle_{L^2(\Omega_2)} \\
& = \|v_1(t)\|_{L^2(\Omega_1)}^2 - \langle u_1(t), \Delta^2 u_1(t) - \rho \Delta v_1(t) \rangle_{L^2(\Omega_1)} \\
& \quad + \|v_2(t)\|_{L^2(\Omega_2)}^2 + \langle u_2(t), \Delta u_2(t) - \beta v_2(t) \rangle_{L^2(\Omega_2)}.
\end{align*}

Now we use the fact that $U(t) \in D(\mathbf{A})$ and take $\Phi := (0, u_1(t), 0, u_2(t))^\top$ in the weak transmission conditions (2.2). We obtain

\begin{align*}
F'(t) & = \|v_1(t)\|_{L^2(\Omega_1)}^2 + \|v_2(t)\|_{L^2(\Omega_2)}^2 + \langle \Phi, \mathcal{A} U(t) \rangle_{\mathcal{H}} \\
& = \|v_1(t)\|_{L^2(\Omega_1)}^2 + \|v_2(t)\|_{L^2(\Omega_2)}^2 - \|u_1(t)\|_{H^1_\partial(\Omega_1)}^2 - \|\nabla u_2(t)\|_{L^2(\Omega_2)}^2 \\
& \quad - \rho (\nabla u_1(t), \nabla v_1(t))_{L^2(\Omega_1)^2} - \beta (u_2(t), v_2(t))_{L^2(\Omega_2)}.
\end{align*}

By Young’s inequality and Poincaré’s inequality in $\Omega_1$, for every $\delta > 0$ there exists a $C_\delta > 0$ such that

\begin{align*}
-\rho (\nabla u_1(t), \nabla v_1(t))_{L^2(\Omega_1)^2} & \leq \rho \delta \|\nabla u_1(t)\|_{L^2(\Omega_1)}^2 + \rho C_\delta \|\nabla v_1(t)\|_{L^2(\Omega_1)}^2 \\
& \leq c_2 \rho \delta \|\nabla^2 u_1(t)\|_{L^2(\Omega_1)}^2 + \rho C_\delta \|\nabla v_1(t)\|_{L^2(\Omega_1)}^2 \\
& \leq c_3 \rho \delta \|u_1(t)\|_{H^2_\partial(\Omega_1)}^2 + \rho C_\delta \|\nabla v_1(t)\|_{L^2(\Omega_1)}^2.
\end{align*}

\begin{equation}
(3.3)
\end{equation}
Proof. We consider the closed subspace where
\[ \mathcal{D}(H^1_0(\Omega_2)) = \{ 0 \} \times \{ 0 \} \times H^1_0(\Omega_2) \times L^2(\Omega_2) \]

of \( \mathcal{H} \). On \( \mathcal{H}_0 \) we consider the C₀-semigroup \((\tilde{S}(t))_{t \geq 0}\) with the generator
\[ \mathcal{A} : \mathcal{H}_0 \supset D(\mathcal{A}) \to \mathcal{H}_0, \quad U \mapsto \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & \Delta & 0 \end{pmatrix} U \]

where \( D(\tilde{\mathcal{A}}) := \{ 0 \} \times \{ 0 \} \times (H^2(\Omega_2) \cap H^1_0(\Omega_2)) \times H^1_0(\Omega_2) \). In the sequel, we will show that \( S(t) - \tilde{S}(t) : \mathcal{H}_0 \to \mathcal{H} \) is compact. For \( U_0 \in \mathcal{H}_0 \), we consider
\[ E(t) := \frac{1}{2} \| S(t)U_0 - \tilde{S}(t)U_0 \|_{\mathcal{H}}^2 \]
for \( t \geq 0 \). Then, we denote by \((u, u_t, w, \bar{w}_t)\) the solution of the transmission problem \((1.1)\)–\((1.6)\) and \((0, 0, \bar{w}, \bar{w}_t)\) the solution of the wave equation in \( \Omega_2 \) with homogeneous Dirichlet boundary conditions. Then \( z := w - \bar{w} \) solves the wave equation \( z_{tt} - \Delta z = 0 \) in \( \Omega_2 \) with \( z|_I = w|_I = u|_I \). Therefore, applying the weak transmission conditions to
\[
\langle AS(t)U_0, S(t)U_0 - \tilde{S}(t)U_0 \rangle_{\mathcal{H}}
\]
and using integration by parts for \( \langle \Delta \bar{w}(t), z_{tt}(t) \rangle_{L^2(\Omega_2)} \), we obtain
\[
E'(t) = \text{Re} \left( \left\langle u(t), u_t(t) \right\rangle_{H^2_{\bar{u}}(\Omega_1)} + \left\langle u(t), u_{tt}(t) \right\rangle_{L^2(\Omega_1)} \right.
\]
\[
+ \left( \langle \nabla z(t), \nabla z_{tt}(t) \rangle_{L^2(\Omega_2)}^2 + \langle z_t(t), z_{tt}(t) \rangle_{L^2(\Omega_2)} \right) \right.
\]
\[
= \text{Re} \left( \left\langle u(t), u_t(t) \right\rangle_{H^2_{\bar{u}}(\Omega_1)} + \langle u(t), -\Delta^2 u(t) + \rho \Delta u_t(t) \rangle_{L^2(\Omega_1)} \right. 
\]
\[
- \langle \partial_w z(t), z_{tt}(t) \rangle_{L^2(\Omega_1)} + \langle \mathcal{B}_2 u(t) + \rho \partial_w u_t(t), u_{tt}(t) \rangle_{L^2(\Omega_1)} \right) 
\]
\[
= -\rho \| \nabla u_t(t) \|^2_{L^2(\Omega_1)} + \text{Re}(\langle \partial_w \bar{w}(t), u_{tt}(t) \rangle_{L^2(\Omega_1)}).
\]
This implies that
\[
E(t) + \int_0^t \rho \| \nabla u_t(s) \|^2_{L^2(\Omega_1)} \, ds = \int_0^t \text{Re}(\langle \partial_w \bar{w}(s), u_{tt}(s) \rangle_{L^2(\Omega_1)}) \, ds.
\]
Now, let \((U^k)_{k \in \mathbb{N}} \subset \mathcal{H}_0\) be a bounded sequence. We define \( \bar{w}^k \) and \( u^k \) as \( \bar{w} \) and \( u \) but with \( U_0 \) being replaced by \( U^k_0 \) for \( k \in \mathbb{N} \). Then, as the sequence \((\partial_w \bar{w}^k)_{k \in \mathbb{N}} \subset L^2([0, t]; L^2(I))\) is uniformly bounded, there exists a subsequence of \((\bar{w}^k)_{k \in \mathbb{N}}\) which will again be denoted by \((\bar{w}^k)_{k \in \mathbb{N}}\) such that \((\partial_w \bar{w}^k)_{k \in \mathbb{N}}\) converges weakly in \( L^2([0, t]; L^2(I)) \). Moreover, the sequences \((u^k_t)_{k \in \mathbb{N}} \subset L^2([0, t]; H^2(\Omega_1))\) and \((u^k_{tt})_{k \in \mathbb{N}} \subset L^2([0, t]; L^2(\Omega_1))\) are both uniformly bounded. By the Aubin-Lions Lemma, there exists a subsequence of \((u^k)_{k \in \mathbb{N}}\), which will again be denoted by \((u^k)_{k \in \mathbb{N}}\) such that \((u^k)_{k \in \mathbb{N}} \subset L^2([0, t]; H^1(\Omega_1))\) converges. As the trace
\[
H^1(\Omega_1) \rightarrow L^2(I), \quad v \mapsto v|_I
\]
is continuous, we obtain that \((u^k)_{k \in \mathbb{N}} \subset L^2([0, t]; L^2(I))\) is convergent. For \( k, l \in \mathbb{N} \) we now denote by
\[
E^{kl}(t) := \frac{1}{2} \| S(t)(U^k_0 - U^l_0) - \tilde{S}(t)(U^k_0 - U^l_0) \|^2_{\mathcal{H}},
\]
Then, by (3.7) we get that
\[
E^{kl}(t) \leq \int_0^t \langle \partial_w \bar{w}^{kl}(s), u^k_{tt}(s) \rangle_{L^2(\Omega_1)} \, ds = \langle \partial_w \bar{w}^{kl}, u^k_{tt} \rangle_{L^2([0, t]; L^2(I))} \rightarrow 0
\]
as \( k, l \rightarrow \infty \), where \( \bar{w}^{kl} \) and \( u^{kl} \) are defined as \( \bar{w} \) and \( u \) but with \( U_0 \) being replaced by \( U^k_0 - U^l_0 \) for \( k, l \in \mathbb{N} \). Therefore, \((S(t) - \tilde{S}(t))U^k_0\) is a Cauchy sequence in \( \mathcal{H} \) and thus convergent. This shows the compactness of \( S(t) - \tilde{S}(t) : \mathcal{H}_0 \rightarrow \mathcal{H} \).
As \( \tilde{S}(t) \) is the semigroup related to the wave equation, its essential spectral radius equals 1. An application of [24, Theorem 3.3] gives that the essential
spectral radius of $S(t)$ equals 1, too, and thus $(S(t))_{t \geq 0}$ is not exponentially stable. 

\[ \square \]

4. Higher Regularity

In this section, we show that the functions in the domain of $\mathcal{A}$ have higher regularity, which implies that the transmission conditions hold in the strong sense of traces. For this, we need some results from the theory of parameter-elliptic boundary value problems developed in the 1960’s ([2], see also [1]). Let $\Omega \subset \mathbb{R}^2$ be a domain, and let $A(D) = \sum_{|\alpha| \leq 2m} a_\alpha \partial^\alpha$ be a linear differential operator in $\Omega$ of order $2m$. Then $A(D)$ is called parameter-elliptic if the principal symbol $A(i\xi) := \sum_{|\alpha| = 2m} a_\alpha (i\xi)^\alpha$ satisfies

$$\lambda - A(i\xi) \neq 0 \quad (\text{Re} \lambda \geq 0, \xi \in \mathbb{R}^2, (\lambda, \xi) \neq 0).$$

Let $B_1(D), \ldots, B_m(D)$ be linear boundary operators on $\partial \Omega$ of the form

$$B_j(D) = \sum_{|\beta| \leq m_j} b_{j\beta} \partial^\beta$$

with principal symbols $B_j(i\xi) := \sum_{|\beta| = m_j} b_{j\beta}(i\xi)^\beta$. Then we say that the boundary value problem is parameter-elliptic if $A(D)$ is parameter-elliptic and if the following Shapiro-Lopatinskii condition holds:

\[ (\text{SL}) \text{ Let } x_0 \in \partial \Omega, \text{ and rewrite the boundary value problem } (A(D), B_1(D), \ldots, B_m(D)) \text{ in the coordinate system associated with } x_0, \text{ which is obtained from the original one by a rotation after which the positive } x_2 \text{-axis has the direction of the interior normal to } \partial \Omega \text{ at } x_0. \text{ Then the trivial solution } w = 0 \text{ is the only stable solution of the ordinary differential equation on the half-line } 

$$\begin{align*}
(\lambda - A(i\xi_1, \partial_2))w(x_2) &= 0 \quad (x_2 \in (0, \infty)), \\
B_j(i\xi_1, \partial_2)w(0) &= 0 \quad (j = 1, \ldots, m)
\end{align*}$$

\text{for all } \xi_1 \in \mathbb{R} \text{ and } \text{Re} \lambda \geq 0 \text{ with } (\xi_1, \lambda) \neq 0. \]

It was shown in [2] that the operator corresponding to a parameter-elliptic boundary value problem generates an analytic $C_0$-semigroup in $L^2(\Omega)$. We will apply these results to $\lambda^2$ and $\lambda$ in $\Omega_1$ and $\Omega_2$, respectively, with different boundary operators.

**Lemma 4.1.** The operator $-\Delta^2$ in $\Omega_1$, supplemented with the boundary operators $\mathcal{B}_1$ and $\mathcal{B}_2$ on $\partial \Omega_1$, is parameter-elliptic. The same holds for $-\Delta^2$ with clamped boundary conditions $u = \partial_\nu u = 0$ on $\partial \Omega_1$ and for $-\Delta^2$ with boundary conditions $u = \mathcal{B}_1 u = 0$ on $\partial \Omega_1$.

**Proof.** Obviously, the operator $-\Delta^2$ with symbol $-(\xi_1^2 + \xi_2^2)$ is parameter-elliptic. Let $x_0 \in \partial \Omega_1$, and choose a coordinate system associated with $x_0$. Then the $x_1$-axis is in tangential direction, while the positive $x_2$-axis coincides with the inner normal direction. In these coordinates, we have to solve the ordinary differential equation

$$\begin{align*}
(\lambda + (\partial_2^2 - \xi_1^2))w(x_2) &= 0 \quad (x_2 \in (0, \infty)), \\
(\mathcal{B}_1(i\xi_1, \partial_2)w)(0) &= 0, \\
(\mathcal{B}_2(i\xi_1, \partial_2)w)(0) &= 0.
\end{align*}$$

(4.1)
By the definition of the boundary operators \( B_1 \) and \( B_2 \), we obtain the local symbols \( B_1(iξ_1, ∂_2)w = (∂_2^2 - μξ_1^2)w \) and \( B_2(iξ_1, ∂_2)w = (-2 - μ)ξ_1^2 ∂_2 w \).

Now we use the following identity for \( w \in H^2((0, ∞)) \), which is obtained by integration by parts in \((0, ∞)\):

\[
\langle (\partial_2^2 - ξ_1^2)w, w \rangle_{L^2((0, ∞))} = μ\| (\partial_2^2 - ξ_1^2)w \|_{L^2((0, ∞))}^2 \\
+ (1 - μ)\left( \| ξ_1^2 w \|_{L^2((0, ∞))}^2 + \| ∂_2 w \|_{L^2((0, ∞))}^2 \right) \\
+ (B_1(iξ_1, ∂_2)w)(0) \frac{∂_2 w(0)}{w(0)} + (B_2(iξ_1, ∂_2)w)(0) \frac{w(0)}{w(0)}.
\]

(4.2)

Note that this can be seen as a localized version of (2.1).

Let \( w \) be a stable solution of (4.1). We multiply the first line in (4.1) by \( \frac{w(x)}{x} \) and integrate over \( x_2 \in (0, ∞) \). Due to the boundary conditions, all boundary terms in (4.2) disappear, and we obtain

\[
0 = \langle (\lambda + (\partial_2^2 - ξ_1^2)^2)w, w \rangle_{L^2((0, ∞))} \\
= λ\| w \|_{L^2((0, ∞))}^2 + μ\| (\partial_2^2 - ξ_1^2)w \|_{L^2((0, ∞))}^2 \\
+ (1 - μ)\left( \| ξ_1^2 w \|_{L^2((0, ∞))}^2 + \| ∂_2 w \|_{L^2((0, ∞))}^2 \right) + 2\| ξ_1 ∂_2 w \|_{L^2((0, ∞))}^2.
\]

As \( \Re λ ≥ 0 \) and \( μ \in (0, 1) \), we can take the real part and obtain \( \| ξ_1^2 w \|_{L^2((0, ∞))} = 0 \) and therefore \( w = 0 \) in the case \( ξ_1 ≠ 0 \). If \( ξ_1 = 0 \), then \( λ ≠ 0 \), and we obtain \( λ\| w \|_{L^2((0, ∞))}^2 = 0 \) which again implies \( w = 0 \). Therefore, the Shapiro-Lopatinskii condition (SL) holds.

The statement for the other combinations of boundary conditions follows exactly in the same way, as in all cases the boundary terms in (4.2) disappear.

We will apply parameter-elliptic theory to a boundary value problem in \( Ω_1 \) with clamped boundary conditions on \( Γ \) and free boundary conditions on \( I \). In the next lemma, we show that the resolvent of such boundary value problems with ‘mixed’ boundary conditions exists and satisfies a uniform estimate.

**Lemma 4.2.** Consider the boundary value problem

\[
(λ + ∆^2)u = f \quad \text{in} \ Ω_1, \\
u = ∂_ν u = 0 \quad \text{on} \ Γ, \\
B_1 u = B_2 u = 0 \quad \text{on} \ I.
\]

(4.3)

Then there exists a \( λ_0 > 0 \) such that for all \( λ ≥ λ_0 \) and for all \( f \in L^2(Ω_1) \) there exists a unique solution \( u \in H^4(Ω_1) \) of (4.3). Moreover, for all \( λ ≥ λ_0 \) the uniform a priori estimate

\[
\| u \|_{H^4(Ω_1)} + λ\| u \|_{L^2(Ω_1)} ≤ C_1\| f \|_{L^2(Ω_1)}
\]

holds with a constant \( C_1 \) depending on \( λ_0 \) but not on \( λ \) or \( f \).

**Proof.** (i) We first show the existence of a solution. Let \( f \in L^2(Ω_1) \). We choose \( φ_1 ∈ C^∞(Ω_1) \) with \( 0 ≤ φ_1 ≤ 1 \), \( φ_1 = 1 \) in a neighbourhood of \( Γ \), and \( \text{supp} φ_1 \cap I = ∅ \). We set \( φ_2 := 1 - φ_1 \) on \( Ω_1 \). Further, let \( ψ_j ∈ C^∞(Ω_1) \), \( j = 1, 2 \), with \( 0 ≤ ψ_j ≤ 1 \), \( ψ_j = 1 \) on \( \text{supp} φ_j \), \( \text{supp} ψ_1 \cap I = ∅ \), and \( \text{supp} ψ_2 \cap Γ = ∅ \).
By Lemma 4.1, the boundary value problem given by \(-\Delta^2\) and clamped boundary conditions is parameter-elliptic. Therefore (see [2, Theorem 5.1]) for \(\lambda \geq \lambda_0\) with sufficiently large \(\lambda_0\) there exists a unique solution \(u^{(1)} = R_1(\lambda)\psi_1 f\) of

\[
\begin{align*}
(\lambda + \Delta^2)u^{(1)} &= \psi_1 f \quad \text{in } \Omega_1, \\
u^{(1)} = \partial_\nu u^{(1)} &= 0 \quad \text{on } \partial \Omega_1.
\end{align*}
\]

In the same way, using parameter-ellipticity of the boundary value problem \((-\Delta^2, \mathcal{B}_1, \mathcal{B}_2)\), there exists a unique solution \(u^{(2)} = R_2(\lambda)\psi_2 f\) of

\[
\begin{align*}
(\lambda + \Delta^2)u^{(2)} &= \psi_2 f \quad \text{in } \Omega_1, \\
\mathcal{B}_1 u^{(2)} = \mathcal{B}_2 u^{(2)} &= 0 \quad \text{on } \partial \Omega_1.
\end{align*}
\]

Moreover, the a priori-estimate

\[
\|u^{(j)}\|_{H^2(\Omega_1)} + \lambda \|u^{(j)}\|_{L^2(\Omega_1)} \leq c_2 \|\psi_j f\|_{L^2(\Omega_1)}
\]

holds for all \(\lambda \geq \lambda_0\) with a constant \(c_2\) independent of \(\lambda\) and \(f\) (see [2, Theorem 4.1]).

For \(\lambda \geq \lambda_0\), we define

\[
R(\lambda)f := \varphi_1 R_1(\lambda)\psi_1 f + \varphi_2 R_2(\lambda)\psi_2 f.
\]

By the product rule,

\[
(\lambda + \Delta^2)R(\lambda)f = \varphi_1(\lambda + \Delta^2)R_1(\lambda)\psi_1 f + \varphi_2(\lambda + \Delta^2)R_2(\lambda)\psi_2 f + S_1(D)R_1(\lambda)\psi_1 f + S_2(D)R_2(\lambda)\psi_2 f,
\]

where \(S_1(D)\) and \(S_2(D)\) are linear partial differential operators of order 3 depending on the choice of \(\varphi_1\), but not on \(\lambda\) or \(f\). As \((\lambda + \Delta^2)R_j(\lambda)\psi_j f = \psi_j f\) and \(\varphi_i \psi_j = \varphi_j, j = 1, 2\), we obtain

\[
(\lambda + \Delta^2)R(\lambda)f = (1 + T(\lambda))f
\]

with \(T(\lambda)f := S_1(D)R_1(\lambda)\psi_1 f + S_2(D)R_2(\lambda)\psi_2 f\). As \(S_j(D)\) are bounded linear operators from \(H^3(\Omega_1)\) to \(L^2(\Omega_1)\), we can estimate

\[
\|S_j(D)R_j(\lambda)\psi_j f\|_{L^2(\Omega_1)} \leq C \|R_j(\lambda)\psi_j f\|_{H^3(\Omega_1)}
\]

\[
\leq \delta \|R_j(\lambda)\psi_j f\|_{H^4(\Omega_1)} + C_\delta \|R_j(\lambda)\psi_j f\|_{L^2(\Omega_1)}
\]

\[
\leq c_2 \|f\|_{L^2(\Omega_1)} + \frac{C_\delta}{\lambda} \|f\|_{L^2(\Omega_1)}.
\]

Here we used the interpolation inequality and (4.5). Now we first choose \(\delta > 0\) small enough such that \(\frac{c_2}{\lambda} C_\delta \leq \frac{1}{4}\) and then \(\lambda \geq \lambda_0\) with \(\lambda_0\) large enough such that \(\frac{c_2}{\lambda} C_\delta \leq \frac{1}{4}\). Therefore, the norm of \(T(\lambda)\) as a bounded operator in \(L^2(\Omega_1)\) is not larger than \(\frac{1}{2}\), and \(1 + T(\lambda)\) is invertible. So we can define

\[
u := R(\lambda)(1 + T(\lambda))^{-1} f \in H^4(\Omega_1).
\]

From (4.6) we see \((\lambda + \Delta^2)u = f\), and by definition of \(R(\lambda)\) we have

\[
u|_{\Gamma} = (R_1(\lambda)\psi_1 f)|_{\Gamma} = 0, \quad \partial_\nu u|_{\Gamma} = 0
\]

as well as

\[
\mathcal{B}_j u|_{\Gamma} = \mathcal{B}_j(\varphi_2 R_2(\lambda)\psi_2 f)|_{\Gamma} = \mathcal{B}_j R_2(\lambda)\psi_2 f|_{\Gamma} = 0 \quad (j = 1, 2).
\]
Therefore, $u$ is a solution of the boundary value problem (4.3).

(ii) Now we show that every solution of (4.3) satisfies the a priori-estimate (4.4). Let $u \in H^4(\Omega_1)$ be a solution of (4.3). Then $u^{(1)} := u \varphi_1$ is a solution of the boundary value problem

$$(\lambda + \Delta^2)u^{(1)} = \varphi_1 f + \bar{S}_1(D)u \quad \text{in } \Omega_1,$$

$$u^{(1)} = \partial_\nu u^{(1)} = 0 \quad \text{on } \partial \Omega_1,$$

where $\bar{S}_1(D)$ is a linear partial differential operator of order 3. By parameter-elliptic theory [2, Theorem 4.1], $u^{(1)}$ satisfies

$$\|u^{(1)}\|_{H^4(\Omega_1)} + \lambda \|u^{(1)}\|_{L^2(\Omega_1)} \leq C(f\|L^2(\Omega_1) + \|u\|_{H^3(\Omega_1)}).$$

The same holds for $u^{(2)} := \varphi_2 u$ by parameter-ellipticity of $(-\Delta^2, \mathcal{B}_1, \mathcal{B}_2)$. For the sum $u = u^{(1)} + u^{(2)}$, we get

$$\|u\|_{H^4(\Omega_1)} + \lambda \|u\|_{L^2(\Omega_1)} \leq C(f\|L^2(\Omega_1) + \|u\|_{H^3(\Omega_1)}).$$

Now, by interpolation inequality again, we can estimate

$$\|u\|_{H^4(\Omega_1)} + \lambda \|u\|_{L^2(\Omega_1)} \leq C\|f\|_{L^2(\Omega_1)} + \delta \|u\|_{H^4(\Omega_1)} + C_\delta \|u\|_{L^2(\Omega_1)}.$$ 

Choosing $\delta \leq \frac{1}{2}$ and then $\lambda_0 > 2C\delta$, we can absorb the $u$-dependent terms on the right-hand side and obtain

$$\|u\|_{H^4(\Omega_1)} + \lambda \|u\|_{L^2(\Omega_1)} \leq C\|f\|_{L^2(\Omega_1)} \quad (\lambda \geq \lambda_0).$$

This also yields uniqueness of the solution. \hfill \Box

**Corollary 4.3.** Let $f \in L^2(\Omega_1)$, $g_1 \in H^{7/2}(\Gamma)$, $g_2 \in H^{5/2}(\Gamma)$, $h_1 \in H^{3/2}(I)$, and $h_2 \in H^{1/2}(I)$. Then for sufficiently large $\lambda_0 > 0$, the boundary value problem

$$(\lambda_0 + \Delta^2)u = f \quad \text{in } \Omega_1,$$

$$u = g_1 \quad \text{on } \Gamma,$$

$$\partial_\nu u = g_2 \quad \text{on } \Gamma,$$

$$\mathcal{B}_1 u = h_1 \quad \text{on } I,$$

$$\mathcal{B}_2 u = h_2 \quad \text{on } I$$

has a unique solution $u \in H^4(\Omega_1)$. Moreover, the a priori-estimate

$$\|u\|_{H^4(\Omega_1)} \leq C_2\left(\|f\|_{L^2(\Omega_1)} + \|g_1\|_{H^{7/2}(\Gamma)} + \|g_2\|_{H^{5/2}(\Gamma)} \right. \left. + \|h_1\|_{H^{3/2}(I)} + \|h_2\|_{H^{1/2}(I)} \right)$$

holds with a constant $C_2 > 0$ which depends on $\lambda_0$ but not on $u$ or on the data.

**Proof.** We define $G := (g_1, g_2, 0, 0)^{\top}$ on $\Gamma$ and $H := (0, 0, h_1, h_2 - (\text{div } \nu)h_1)^{\top}$ on $I$. By [25], Section 4.7.1, p. 330, the map

$$\mathcal{R}: u \mapsto (u|_{\partial \Omega_1}, \partial_\nu u|_{\partial \Omega_1}, \partial_\nu^2 u|_{\partial \Omega_1}, \partial_\nu^3 u|_{\partial \Omega_1})^{\top}$$

is a retraction from $H^4(\Omega_1)$ to $\prod_{j=0}^{3} H^{4-j-1/2}(\partial \Omega_1)$. Let $\mathcal{E}$ denote a coretraction to $\mathcal{R}$, and set

$$u^{(1)} := \mathcal{E}(\chi_{\Gamma} G + \chi_I H) \in H^4(\Omega_1).$$
The boundary operators $B_1$ and $B_2$ can be expressed in terms of normal and tangential derivatives as (see [20], Propositions 3C.7 and 3C.11)

\[ B_1 u^{(1)} = \partial^2_{\nu} u^{(1)} + \mu \partial^2_{\nu} u^{(1)} + \mu (\text{div } \nu) \partial_\nu u^{(1)}, \]
\[ B_2 u^{(1)} = \partial^3_{\nu} u^{(1)} + \partial_\nu \partial^2_{\nu} u^{(1)} + (1 - \mu) \partial_\nu \partial_\tau u^{(1)} + \partial_\nu [(\text{div } \nu) \partial_\nu u^{(1)}]. \]

As $u^{(1)} = \partial_\nu u^{(1)} = 0$ on $I$ due to the definition of $u^{(1)}$, we obtain $\partial^k_{\nu} u^{(1)} = \partial^k_\nu \partial_\nu u^{(1)} = 0$ on $I$ for all $k \in \mathbb{N}$. Moreover, applying the identity

\[ \partial_\nu \partial_\tau w = \partial_\tau \partial_\nu w - (\text{div } \nu) \partial_\tau w \]

(see [20, Corollary 3C.10]) to $w := u^{(1)}$ and to $w := \partial_\tau u^{(1)}$, respectively, we see that

\[ \partial_\nu \partial^2_{\nu} u^{(1)} = \partial_\tau \partial_\nu \partial_\tau u^{(1)} = 0 \quad \text{on } I. \]

Therefore,

\[ B_1 u^{(1)} = \partial^2_{\nu} u^{(1)} = h_1, \]
\[ B_2 u^{(1)} = \partial^3_{\nu} u^{(1)} + (\text{div } \nu) \partial^2_{\nu} u^{(1)} = h_2 \]

on $I$. By continuity of $\mathcal{E}$, we have

\[
\|(\lambda_0 + \Delta^2)u^{(1)}\|_{L^2(\Omega_1)} \leq C\|u^{(1)}\|_{H^4(\Omega_1)}
\]
\[
\leq C\left(\|g_1\|_{H^{5/2}(\Gamma)} + \|g_2\|_{H^{5/2}(\Gamma)} + \|h_1\|_{H^{3/2}(I)} + \|h_2\|_{H^{1/2}(I)}\right)
\]

with $C$ depending only on $\lambda_0$.

Considering $u^{(2)} := u - u^{(1)}$, we see that $u$ solves (4.7) if and only if $u^{(2)}$ solves the boundary value problem

\[
(\lambda_0 + \Delta^2)u^{(2)} = \tilde{f} \quad \text{in } \Omega_1, \]
\[
u^{(2)} = \partial_\nu u^{(2)} = 0 \quad \text{on } \Gamma, \]
\[ B_1 u^{(2)} = B_2 u^{(2)} = 0 \quad \text{on } I. \]

Here, $\tilde{f} := f - (\lambda_0 + \Delta^2)u^{(1)}$. By Lemma 4.2, this is uniquely solvable, and the a priori estimate $\|u^{(2)}\|_{H^4(\Omega_1)} \leq C\|\tilde{f}\|_{L^2(\Omega_1)}$ in connection with (4.9) yields (4.8).

**Remark 4.4.** a) The statement and the proof of Lemma 4.2 and Corollary 4.3 are independent of the particular equation. We have shown unique solvability and uniform a priori-estimates for boundary value problems where we have different boundary operators on disjoint and not connected parts of the boundary, given that on each part of the boundary the Shapiro-Lopatinskii condition holds.

b) From elliptic theory, it is well known that the analog statement of Corollary 4.3 also holds (with $\lambda_0 = 0$) in the much easier situation of the Dirichlet Laplacian in $\Omega_2$: For every $f \in L^2(\Omega_2)$ and $g \in H^{3/2}(I)$ there exists a unique $u \in H^2(\Omega_2)$ with $\Delta u = f$ in $\Omega_2$ and $u|_I = g$, and $\|u\|_{H^2(\Omega_2)} \leq C(\|f\|_{L^2(\Omega_2)} + \|g\|_{H^{3/2}(I)}).$

The elliptic regularity results above are the key for the strong solvability of the transmission problem, i.e. for higher regularity of the weak solution.
\textbf{Theorem 4.5.} Let \( U = (u_1, v_1, u_2, v_2)^\top \in D(\mathcal{A}) \). Then \( u_1 \in H^4(\Omega_1) \) and \( u_2 \in H^2(\Omega_2) \). In particular, the transmission conditions hold in the strong sense of traces on the interface \( I \).

\textit{Proof.} Let \( U \in D(\mathcal{A}) \) and \( F = (f_1, g_1, f_2, g_2)^\top := \mathcal{A}U \). Then \( v_1 = f_1 \in H^2(\Omega_1), v_2 = f_2 \in H^1(\Omega_2), \Delta u_2 = g_2 + \beta f_2 \), and \( \Delta^2 u_1 = \rho \Delta f_1 - g_1 \).

By Remark 4.4 b), there exists a unique \( \tilde{u}_2 \in H^2(\Omega_2) \) such that \( \Delta \tilde{u}_2 = g_2 + \beta f_2 \) in \( \Omega_1 \) and \( \tilde{u}_2|_I = u_1|_I \). As \( u_2 - \tilde{u}_2 \) belongs to \( H^1_0(\Omega_2) \) and is a weak solution of \( \Delta(u_2 - \tilde{u}_2) = 0 \), we immediately obtain \( \tilde{u}_2 = u_2 \) which already yields \( u_2 \in H^2(\Omega_2) \).

Similarly, by Corollary 4.3 there exists a unique solution \( \tilde{u}_1 \in H^4(\Omega_1) \) of the boundary value problem

\begin{equation}
\begin{aligned}
(\lambda_0 + \Delta^2)\tilde{u}_1 &= \lambda_0 u_1 + \rho \Delta f_1 - g_1 & \text{in } \Omega_1, \\
\tilde{u}_1 &= \partial_\nu \tilde{u}_1 = 0 & \text{on } \Gamma, \\
\mathcal{B}_1 \tilde{u}_1 &= 0, \mathcal{B}_2 \tilde{u}_1 &= \rho \partial_\nu f_1 - \partial_\nu u_2 & \text{on } I.
\end{aligned}
\end{equation}

Note here that \( \lambda_0 u_1 + \rho \Delta f_1 - g_1 \in L^2(\Omega_1) \) and \( \rho \partial_\nu f_1 + \partial_\nu u_2 \in H^{1/2}(I) \), and that all boundary conditions hold in the trace sense.

Let \( \psi_1 \in H^2_I(\Omega_1) \). Then (2.1) in combination with the boundary conditions above yields

\begin{equation}
\langle (\lambda_0 + \Delta^2)\tilde{u}_1, \psi_1 \rangle_{L^2(\Omega_1)} = \lambda_0 \langle \tilde{u}_1, \psi_1 \rangle_{L^2(\Omega_1)} + \langle \tilde{u}_1, \psi_1 \rangle_{H^2_I(\Omega_1)} + \langle \rho \partial_\nu f_1 - \partial_\nu u_2, \psi_1 \rangle_{L^2(I)}.
\end{equation}

We compare \( \tilde{u}_1 \) with the weak solution \( u_1 \). For this, we consider \( \Phi := (0, \psi_1, 0, \psi_2)^\top \) with \( \psi_1 \in H^2_I(\Omega_1), \psi_2 \in H^4(\Omega_2), \) and \( \psi_1 = \psi_2 \) on \( I \). By definition of \( D(\mathcal{A}) \), we obtain

\begin{align*}
\langle \mathcal{A}U, \Phi \rangle_{\mathcal{H}} &= \langle -\Delta^2 u_1 + \rho \Delta v_1, \psi_1 \rangle_{L^2(\Omega_1)} + \langle \Delta u_2 - \beta v_2, \psi_2 \rangle_{L^2(\Omega_2)} \\
&= -\langle u_1, \psi_1 \rangle_{H^2_I(\Omega_1)} - \rho \langle \nabla v_1, \nabla \psi_1 \rangle_{L^2(\Omega_1)}^2 \\
&\quad - \langle \nabla u_2, \nabla \psi_2 \rangle_{L^2(\Omega_2)}^2 - \beta \langle v_2, \psi_2 \rangle_{L^2(\Omega_2)}.
\end{align*}

From this, \( v_1 = f_1 \) and integration by parts (as we already know \( u_2 \in H^2(\Omega_2) \)), we see that

\begin{align*}
\langle \Delta^2 u_1, \psi_1 \rangle_{L^2(\Omega_1)} &= \langle \rho \Delta v_1, \psi_1 \rangle_{L^2(\Omega_1)} + \langle \Delta u_2, \psi_2 \rangle_{L^2(\Omega_2)} \\
&\quad + \langle u_1, \psi_1 \rangle_{H^2_I(\Omega_1)} + \langle \rho \nabla v_1, \nabla \psi_1 \rangle_{L^2(\Omega_1)}^2 + \langle \nabla u_2, \nabla \psi_2 \rangle_{L^2(\Omega_2)}^2 \\
&= \langle \rho \partial_\nu f_1, \psi_1 \rangle_{L^2(I)} - \langle \partial_\nu u_2, \psi_2 \rangle_{L^2(I)} + \langle u_1, \psi_1 \rangle_{H^2_I(\Omega_1)} \\
&\quad + \langle \rho \partial_\nu f_1 - \partial_\nu u_2, \psi_1 \rangle_{L^2(I)} + \langle u_1, \psi_1 \rangle_{H^2_I(\Omega_1)}.
\end{align*}

In the last step we used \( \psi_1 = \psi_2 \) on \( I \). Therefore, (4.11) also holds with \( \tilde{u}_1 \) being replaced by \( u_1 \).

By definition of \( \tilde{u}_1 \), we have \( (\lambda_0 + \Delta^2)u_1 = (\lambda_0 + \Delta^2)u_1 = \lambda_0 u_1 + \rho \Delta f_1 - g_1 \).

Therefore, we can insert the difference \( w := \tilde{u}_1 - u_1 \) into (4.11) and obtain \( 0 = \lambda_0 \langle w, \psi_1 \rangle_{L^2(\Omega_1)} + \langle w, \psi_1 \rangle_{H^2_I(\Omega_1)} \) for all \( \psi_1 \in H^2_I(\Omega_1) \). But by construction \( w \in H^2(\Omega_1) \), so we can set \( \psi_1 := w \) and get \( w = 0 \), i.e., \( u_1 = \tilde{u}_1 \in H^4(\Omega_1) \). □
As we saw in Section 3, the system is not exponentially stable when $\beta = 0$. When $\beta = \rho = 0$, (2.3) shows that the system is conservative. In this section we consider the case $\beta = 0$ and $\rho > 0$ and show that polynomial decay is still guaranteed under certain geometrical conditions. More precisely, we assume that there exists some $x_0 \in \mathbb{R}^2$ such that
\begin{equation}
q \cdot \nu = q^\top \nu \leq 0
\end{equation}
on $I$, where $q(x) := x - x_0$. Note that $\nu$ is the inner normal w.r.t. to $\Omega_2$, which is why we require $q \cdot \nu \leq 0$ instead of $q \cdot \nu \geq 0$. In order to prove the polynomial stability, we use the following result by Borichov and Tomilov (Theorem 2.4 in [9])

**Theorem 5.1.** Let $(T(t))_{t \geq 0}$ be a bounded $C_0$-semigroup on a Hilbert space $H$ with generator $A$ such that $i\mathbb{R} \subset \rho(A)$. Then, for fixed $\alpha > 0$ the following conditions are equivalent:

(i) There exist $C > 0$ and $\lambda_0 > 0$ such that for all $\lambda \in \mathbb{R}$ with $|\lambda| > \lambda_0$ and all $F \in H$ it holds
\begin{equation}
\|(i\lambda - A)^{-1}F\| \leq C|\lambda|^\alpha \|F\|.
\end{equation}

(ii) There exists some $C > 0$ such that for all $t > 0$ and all $U_0 \in D(A)$ it holds
\begin{equation}
\|T(t)U_0\| \leq Ct^{-\frac{1}{\alpha}} \|AU_0\|.
\end{equation}

We now state the main result of this section: we show polynomial stability for the transmission problem in the case where only the plate equation is damped but the wave equation is undamped. Using rather general methods, it is very likely that the rate of decay is not optimal. On the other hand, the approach might be versatile enough to be applicable to different transmission problems of a similar form, i.e. transmission problems where the equation in the outer domain is parameter-elliptic, whereas the equation in the inner domain simply is of lower order.

**Theorem 5.2.** Let $\beta = 0$ and $\rho > 0$ and assume that the geometrical condition (5.1) is satisfied. Then the semigroup $(S(t))_{t \geq 0}$ decays polynomially of order at least $1/30$, i.e. there exists some constant $C > 0$ such that
\begin{equation}
\|S(t)\|_{\mathcal{H}} \leq Ct^{-\frac{1}{30}} \|\mathcal{A}U_0\|_{\mathcal{H}}
\end{equation}
for all $t > 0$ and $U_0 \in D(\mathcal{A})$.

Throughout the remainder of this section, let $\lambda_0 > 0$, $\lambda \in \mathbb{R}$ with $|\lambda| > \lambda_0$, $F = (f_1,g_1,f_2,g_2)^\top \in \mathcal{H}$ and $U = (u_1,v_1,u_2,v_2)^\top \in D(\mathcal{A})$ such that $(i\lambda - \mathcal{A})U = F$. We first observe that $(i\lambda - \mathcal{A})U = F$ implies
\begin{align}
v_1 &= i\lambda u_1 - f_1, \\
-\lambda^2 u_1 + \Delta^2 u_1 - i\lambda \rho \Delta u_1 &= g_1 + i\lambda f_1 - \rho \Delta f_1, \\
v_2 &= i\lambda u_2 - f_2, \\
-\lambda^2 u_2 - \Delta u_2 &= g_2 + i\lambda f_2.
\end{align}
Multiplying (5.3) by $-\overline{u_1}$ and (5.5) by $-\overline{u_2}$, integrating and adding yields

$$
\lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right) - \langle \Delta^2 u_1, u_1 \rangle_{L^2(\Omega_1)} + \langle \Delta u_2, u_2 \rangle_{L^2(\Omega_2)} + i\lambda \rho \langle \Delta u_1, u_1 \rangle_{L^2(\Omega_1)} + \langle \Delta u_2, u_2 \rangle_{L^2(\Omega_2)}
$$

$$
= -\langle g_1 + i\lambda f_1 - \rho \Delta f_1, u_1 \rangle_{L^2(\Omega_1)} - \langle g_2 + i\lambda f_2, u_2 \rangle_{L^2(\Omega_2)}.
$$

Using Lemma 2.1, integration by parts and plugging in the boundary and transmission conditions we obtain

$$
\lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right) - \|u_1\|^2_{H^1_0(\Omega_1)} - i\lambda \rho \|\nabla u_1\|^2_{L^2(\Omega_1)^2} - \|\nabla u_2\|^2_{L^2(\Omega_2)^2}
$$

$$
= -\rho \langle \nabla f_1 - \nabla u_1 \rangle_{L^2(\Omega_1)^2} - \langle g_1 + i\lambda f_1, u_1 \rangle_{L^2(\Omega_1)} - \langle g_2 + i\lambda f_2, u_2 \rangle_{L^2(\Omega_2)}.
$$

Taking the real part in the above equality we see that

$$
\|u_1\|^2_{H^1_0(\Omega_1)} + \|\nabla u_2\|^2_{L^2(\Omega_2)^2} \leq \lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right)
$$

$$
+ \left(\|\lambda\| f_1\|^2_{L^2(\Omega_1)} + \|g_1\|^2_{L^2(\Omega_1)}\right)\|u_1\|_{L^2(\Omega_1)} + \left(\|\lambda\| f_2\|^2_{L^2(\Omega_2)} + \|g_2\|^2_{L^2(\Omega_2)}\right)\|u_2\|_{L^2(\Omega_2)}
$$

$$
+ \rho \|\nabla f_1\|^2_{L^2(\Omega_1)^2} \|\nabla u_1\|_{L^2(\Omega_1)^2}
$$

$$
\leq \lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right) + C\|\lambda\||U||\|\|F||_{\mathcal{X}}^2,
$$

where we used the fact that $|\lambda| \geq \lambda_0$. Moreover, due to (5.2) and (5.4), we have that

$$
\|v_j\|^2_{L^2(\Omega_j)} = \|i\lambda u_j - f_j\|^2_{L^2(\Omega_j)} \leq 2(\lambda^2\|u_j\|^2_{L^2(\Omega_j)} + \|f_j\|^2_{L^2(\Omega_j)})
$$

for $j = 1, 2$. Hence,

$$
\|v_1\|^2_{L^2(\Omega_1)} + \|v_2\|^2_{L^2(\Omega_2)} \leq C \left(\lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right) + \|F\|^2_{\mathcal{X}}\right)
$$

and therefore, combining (5.6) with the estimate for $u_1$ and $u_2$, we get that

$$
\|U\|^2_{\mathcal{X}} \leq C \left(\lambda^2\left(\|u_1\|^2_{L^2(\Omega_1)} + \|u_2\|^2_{L^2(\Omega_2)}\right) + \left(\|\lambda\||U||\|F||_{\mathcal{X}} + \|F\|^2_{\mathcal{X}}\right)\right).
$$

It remains to estimate $\|u_1\|^2_{L^2(\Omega_1)}$ and $\|u_2\|^2_{L^2(\Omega_2)}$. In order to estimate $\|u_1\|^2_{L^2(\Omega_1)}$, we observe that, due to (2.3), it holds

$$
\|\nabla v_1\|^2_{L^2(\Omega_1)^2} \leq \frac{1}{\rho} \|U||\|F||_{\mathcal{X}}^2,
$$

and therefore, using Poincaré's inequality, we obtain that

$$
\lambda^2\|u_1\|^2_{H^1(\Omega_1)} = \|f_1 + v_1\|^2_{H^1(\Omega_1)} \leq 2(\|f_1\|^2_{H^1(\Omega_1)} + \|v_1\|^2_{H^1(\Omega_1)})
$$

$$
\leq C\left(\|F\|^2_{\mathcal{X}} + \|\nabla v_1\|^2_{L^2(\Omega_1)^2}\right)
$$

$$
\leq C\left(\|U||\|F||_{\mathcal{X}} + \|F\|^2_{\mathcal{X}}\right).
$$

Using the fact that $|\lambda| \geq \lambda_0$ and $\|u_1\|^2_{L^2(\Omega_1)} \leq \|u_1\|^2_{H^1(\Omega_1)}$, we thus get that

$$
\|U\|^2_{\mathcal{X}} \leq C \left(\lambda^2\|u_2\|^2_{L^2(\Omega_2)} + \left(\|\lambda\||U||\|F||_{\mathcal{X}} + \|F\|^2_{\mathcal{X}}\right)\right)
$$

and it remains to estimate $\|u_2\|^2_{L^2(\Omega_2)}$, which will be done in the following lemmas.
Proof. Using Rellich’s identity (cf. [22], Eq. (2.5)), we have that
\begin{equation}
\text{Re} \int_{\Omega_2} \Delta u_2(q \nabla u_2) \, dx = -\text{Re} \int_{\Omega_2} \partial_\nu u_2(q \nabla u_2) - \frac{1}{2} (q \cdot \nu) |\nabla u_2|^2 \, dS.
\end{equation}
We multiply (5.5) by $q \nabla u_2$, integrate over $\Omega_2$, take the real part and use (5.9) in order to obtain that
\[\text{Re} \left(- \lambda^2 \int_{\Omega_2} u_2(q \nabla u_2) \, dx\right) + \text{Re} \left(\int_{\Omega_2} \partial_\nu u_2(q \nabla u_2) - \frac{1}{2} (q \cdot \nu) |\nabla u_2|^2 \, dS\right) = \text{Re} \int_{\Omega_2} (g_2 + i\lambda f_2)(q \nabla u_2) \, dx.\]
As $q \nabla u_2 = \text{div}(qu_2) - 2u_2$, integration by parts and taking the real part shows
\[\text{Re} \int_{\Omega_2} u_2(q \nabla u_2) \, dx = -\|u_2\|^2_{L^2(\Omega_2)} - \frac{1}{2} \int_I (q \nu)|u_2|^2 \, dS\]
and we obtain
\[\lambda^2\|u_2\|^2_{L^2(\Omega_2)} = -\lambda^2 \int I (q \nu)|u_2|^2 \, dS + \frac{1}{2} \int I (q \nu) |\nabla u_2|^2 \, dS - \text{Re} \int_{\Omega_2} \partial_\nu u_2(q \nabla u_2) \, dS + \text{Re} \int_{\Omega_2} (g_2 + i\lambda f_2)(q \nabla u_2) \, dx.\]
Since $q \cdot \nu \leq 0$ on $I$ and $u_1 = u_2$ on $I$, we arrive at
\[\lambda^2\|u_2\|^2_{L^2(\Omega_2)} \leq C(\lambda^2\|u_1\|^2_{H^1(\Omega_1)} + |\lambda|\|U\|_{L^2} + \|F\|_{L^2}) + \int I |\partial_\nu u_2(q \nabla u_2)| \, dS \leq C(\lambda^2\|u_1\|^2_{H^2(\Omega_1)} + |\lambda|\|u_1\|_{H^3(\Omega_1)} + \|F\|_{L^2}) + \|u_2\|^2_{L^2(\Omega_2)},\]
where in the first step we used the trace theorem and in the last step we used (5.7) as well as $|\lambda| \geq \lambda_0$. \hfill \Box

Lemma 5.4. For any $\varepsilon > 0$, there exists a constant $C(\varepsilon) > 0$ such that
\[\int I |\partial_\nu u_2(q \nabla u_2)| \, dS \leq \varepsilon\|U\|^2_{L^2} + C(\varepsilon)|\lambda|\|F\|^2_{L^2}.
\]
Proof. Using the transmission conditions, we can estimate
\[\int I |\partial_\nu u_2(q \nabla u_2)| \, dS = \int I |\partial_\nu u_2(q \nabla u_2)| \, dS \leq C\|\partial_\nu u_2(q \nabla u_2)\|^2_{L^2(I)} \leq C\|\partial_\nu u_2(q \nabla u_2)\|^2_{L^2(I)} \leq C\|u_1\|^2_{H^3/2(\Omega_1)} + |\lambda|\|u_1\|^2_{H^3/2(\Omega_1)} + \|F\|^2_{L^2} \|u_2\|^2_{H^3/2(\Omega_2)}.
\]
In order to estimate the terms on the right-hand side, we will use interpolation theory for both the terms $\|u_1\|^2_{H^3/2(\Omega_1)}$ and $\|u_2\|^2_{H^3/2(\Omega_2)}$. Hence, we start with an estimate for $\|u_2\|^2_{H^2(\Omega_2)}$.

By (5.5), $u_2$ satisfies the equation
\[\Delta u_2 = -(\lambda^2 u_2 + g_2 + i\lambda f_2).
\]
Therefore, Remark 4.4 b) and $u_1 = u_2$ on $I$ yield the estimate
\[
\|u_2\|_{H^2(\Omega_2)} \leq C\left(\|\lambda^2 u_2 + g_2 + i\lambda f_2\|_{L^2(\Omega_2)} + \|u_1\|_{H^{3/2}(I)}\right)
\leq C\left(\lambda^2 \|u_2\|_{L^2(\Omega_2)} + |\lambda|\|F\|_{\mathcal{H}} + \|u_1\|_{H^2(\Omega_1)}\right)
\leq C|\lambda|(\|\lambda\|_{U}\|_{\mathcal{H}} + \|F\|_{\mathcal{H}}).
\] (5.10)

Using interpolation inequality and the equivalence of the $p$-norms on $\mathbb{R}^2$, we get that
\[
\|u_2\|_{H^{3/2}(\Omega_2)} \leq C\|u_2\|_{H^{3/2}(\Omega_2)}^{1/2} \leq C\|u_2\|_{H^{3/2}(\Omega_2)}^{1/2} \leq C\|u_2\|_{H^{3/2}(\Omega_2)}^{1/2}
\leq C\left(\|\lambda\|\|\lambda\|_{U}\|_{\mathcal{H}} + |\lambda|\|F\|_{\mathcal{H}}^{1/2}\|F\|_{\mathcal{H}}^{1/2}\right).
\] (5.11)

In the next step, we will estimate the term $\|u_1\|_{H^{7/2}(\Omega_1)}$. By (5.3), $u_1$ satisfies the equation
\[
(\lambda + \Delta^2)u_1 = \lambda u_1 + \lambda^2 u_1 + i\lambda\rho\Delta u_1 + g_1 + i\lambda f_1 - \rho\Delta f_1.
\]

Hence, Corollary 4.3 states
\[
\|u_1\|_{H^3(\Omega_1)} \leq C\left(\|\lambda u_1 + \lambda^2 u_1 + i\lambda\rho\Delta u_1 + g_1 + i\lambda f_1 - \rho\Delta f_1\|_{L^2(\Omega_1)}
\right.
\leq C\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|\partial\nu u_2\|_{H^{1/2}(\Gamma)}\right).
\]

Moreover, note that (5.7) reformulates to
\[
\|u_1\|_{H^3(\Omega_1)} \leq C\left(\|\lambda\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|F\|_{\mathcal{H}}\right).
\]

Again, by interpolation inequality and the equivalence of the $p$-norms on $\mathbb{R}^2$, we thus get that
\[
\|u_1\|_{H^{7/2}(\Omega_1)} \leq C\|u_1\|_{H^3(\Omega_1)}^{5/6} \|u_1\|_{H^1(\Omega_1)}^{1/6}
\leq C\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} \leq C\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right){}^{1/12}
\leq C\left(\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right){}^{1/12} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right)
\leq C\left(\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right){}^{1/12} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right)
\leq C\left(\|\lambda\|_{U}\|\|\lambda\|_{U}\|_{\mathcal{H}} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right){}^{1/12} + \|\|F\|_{\mathcal{H}}\|_{\mathcal{H}}\right)
\leq C\left(\right).
\] (5.12)

Young’s inequality
\[
a^{2-\alpha}b^{\alpha} \leq \varepsilon a^{2} + C(\varepsilon)b^{2}
\]
for fixed $\alpha \in (0, 2)$ and $\varepsilon > 0$ arbitrary, yields
\[
|\lambda|^{5/2}\|U\|_{\mathcal{H}}^{23/12}\|F\|_{\mathcal{H}}^{1/12} = \|U\|_{\mathcal{H}}^{23/12}\left(\|\lambda\|^{30}\|F\|_{\mathcal{H}}\right)^{1/12} \leq \varepsilon \|U\|_{\mathcal{H}}^{3} + C(\varepsilon)|\lambda|^{60}\|F\|_{\mathcal{H}}^{3}.
\]
Considering the powers of $|\lambda|$, this is the worst term appearing in the estimate of \( \left( \|u_1\|_{H^{7/2}(\Omega_1)} + |\lambda||u_1\|_{H^{3/2}(\Omega_1)} + \|F\|_{\mathcal{H}} \right) \|u_2\|_{H^{3/2}(\Omega_2)} \). This is due to the fact that in any other term appearing, the power of $\|u\|_{\mathcal{H}}$ is less than $\frac{23}{12}$ which results in lower powers of $|\lambda|$ after applying Young’s inequality. Now, using $|\lambda| > \lambda_0$, we can conclude
\[
\int_I |\partial_\nu u_2 (q \nabla u_2)| \, dS \leq C \left( \|u_1\|_{H^{7/2}(\Omega_1)} + |\lambda||u_1\|_{H^{3/2}(\Omega_1)} + \|F\|_{\mathcal{H}} \right) \|u_2\|_{H^{3/2}(\Omega_2)} \\
\leq \varepsilon \|U\|_{\mathcal{H}}^2 + C(\varepsilon) |\lambda|^{60} \|F\|_{\mathcal{H}}^2,
\]
where $\varepsilon > 0$ is arbitrary and $C(\varepsilon) > 0$ is a constant only depending on $\varepsilon$. $\square$

We are now able to finish the proof of Theorem 5.2.

**Proof of Theorem 5.2.** By (5.8), Lemma 5.3 and Lemma 5.4 together with Young’s inequality applied to the term $|\lambda||U\|_{\mathcal{H}} \|F\|_{\mathcal{H}}$, we get
\[
\|U\|_{\mathcal{H}}^2 \leq \varepsilon \|U\|_{\mathcal{H}}^2 + C(\varepsilon) |\lambda|^{60} \|F\|_{\mathcal{H}}^2
\]
for any $\varepsilon > 0$ and a constant $C(\varepsilon) > 0$ only depending on $\varepsilon$. This shows
\[
\|U\|_{\mathcal{H}} \leq C|\lambda|^{30} \|F\|_{\mathcal{H}}.
\]
Taking $F = 0$, this estimate also shows that $i\mathbb{R} \cap \sigma_p(\mathcal{A}) = \emptyset$. Since $\mathcal{A}^{-1}$ is compact, the spectrum $\sigma(\mathcal{A})$ of $\mathcal{A}$ coincides with the point spectrum $\sigma_p(\mathcal{A})$ of $\mathcal{A}$ and we may conclude that $i\mathbb{R} \subset \rho(\mathcal{A})$. Now, the assertion follows from Theorem 5.1. $\square$
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