Increasing the Templating Effect on a Bulk Insulator Surface: From a Kinetically Trapped to a Thermodynamically More Stable Structure
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ABSTRACT: Molecular self-assembly, governed by the subtle balance between intermolecular and molecule–surface interactions, is generally associated with the thermodynamic ground state, while the competition between kinetics and thermodynamics during its formation is often neglected. Here, we present a simple model system of a benzoic acid derivative on a bulk insulator surface. Combining high-resolution noncontact atomic force microscopy experiments and density functional theory, we characterize the structure and the thermodynamic stability of a set of temperature-dependent molecular phases formed by 2,5-dihydroxybenzoic acid molecules, self-assembled on the insulating calcite (10.4) surface. We demonstrate that a striped phase forms before the thermodynamically favored dense phase, indicating a kinetically trapped state. Our theoretical analysis elucidates that this striped-to-dense phase transition is associated with a distinct change in the chemical interactions involved in the two phases. The striped phase is characterized by a balance between molecule–molecule and molecule–substrate interactions, reminiscent of the molecular bulk. In contrast, the dense phase is formed by upright standing molecules that strongly anchor to the surface with a comparatively little influence of the intermolecular interactions, i.e., in the latter case the substrate acts as a template for the molecular structure. The kinetic trapping stems from a relatively strong intermolecular interaction between molecules in the striped phase that need to be broken before the substrate-templated dense phase can be formed. Thus, our results provide molecular level insights into two qualitatively different bonding motifs of a simple organic molecule on a bulk insulator surface. This understanding is mandatory for obtaining predictive power in the rational design of molecular structures on insulating surfaces.

INTRODUCTION

Molecular self-assembly is a well-established and powerful strategy for creating highly organized structures on surfaces with a well-defined functionality.1,2 Great achievements have been gained in this field2–5 especially on metallic substrates, mostly exploited due to their high reactivity with respect to adsorbed molecules and thanks to a large number of surface functionalization possibilities, resulting in metals work function shifts, charge transfer processes, long-range chiral structures, porous networks, anomalous coarsening, and so on.2–10

Although in many applications on molecular nanodevices, in molecular optics,11 electronics,12,13 and catalysis14 insulating substrates would be of great interest, achieving a comparable degree of structural control at the atomistic level remains a challenge for such systems. These systems are typically characterized by weak molecule–surface interactions as insulating materials are in general chemically poorly reactive.15–19 As a result, molecules are often observed to interact stronger with each other rather than with the substrate,18,19 forming less stable assemblies or bulk-like crystallites instead of monolayers,18,19 which constitutes a strong limitation for exploring self-assembly principles. For this reason, the study of molecular self-assembly has only recently been extended to insulators and versatile strategies to realize functionalized surfaces still need to be explored.10

However, insulating substrates characterized by highly localized charges, like ionic crystals, have shown to exhibit an increased binding to polar or charged molecules that can be anchored via electrostatic interaction to the surface ions.20 An important example in this respect is the calcite (10.4) surface, which owes its reactivity to the presence of a network of calcium ions and negatively charged carbonate groups.17 This has recently opened several possibilities to realize assembled structures of organic molecules on this insulating sub-
One way of creating a stable wetting layer on the calcite (10.4) surface has been proposed via the deprotonation of a benzoic acid derivatives. In the latter study, noncontact atomic force microscopy (NC-AFM) experiments performed at room temperature have revealed that the 2,5-dihydroxybenzoic acid (DHBA) molecules form two ordered phases: one consisting of alternating stripes with different apparent height (a "striped" phase) and the other, more uniform, made of a network of regular spots (a "dense" phase). The striped phase has been observed to completely disappear over time at room temperature while, correspondingly, existing dense phase islands have increased in size and number. On the grounds of Kelvin probe force microscopy measurements, the stable dense phase has tentatively been assigned to be the result of a deprotonation reaction. These results provide an indication that the observed anchoring mechanism might be of more general nature. Thus, this mechanism might serve as a promising strategy for molecular anchoring, given that the underlying physical principles are understood.

In this work, we perform a detailed study of the structure and thermodynamics of several phases formed by DHBA molecules upon deposition on a calcite (10.4) surface. First, we present the results of NC-AFM experiments performed in a wide temperature interval, revealing a sequence of irreversible phase transitions and the appearance of additional phases made of molecular clusters. Next, we analyze in detail the structure and stability of the striped and dense phases by characterizing their atomistic structure and highlighting their drastically different chemical bonding with the substrate.

**RESULTS**

Using NC-AFM high-resolution experiments, we imaged DHBA molecules on the calcite (10.4) surface (Figure 1) at temperatures ranging from about 100 to 400 K (Figure 2). The images were obtained at the indicated sample temperature after depositing 0.4 monolayers of molecules onto a substrate held at about 100 K (see Supporting Information for details). The images allow identifying of at least four different phases formed by DHBA on calcite (10.4), each existing within a certain temperature range (Table 1 and Figure 2), with one molecular phase transforming into the next within a specific temperature interval, where two phases coexist. The four phases exhibit completely different structural features, as we will describe in the following.

At low temperature, we observe only molecular clusters, which are homogeneously distributed on the surface (phase 1, Figure 2a). Upon annealing the sample to 224 K we start to observe the formation of ordered molecular stripes (phase 2, Figure 2b), which coexist with the cluster phase up to 241 K. At 244 K all clusters have disappeared, and only individual stripes are found on the surface. At even higher temperature, the stripes rearrange to form islands consisting of stripes, an assembly that was denoted as "striped" phase. It has been suggested that the stripes consist of a bulk-like structure, forming a (6 × 1) superstructure with a unit cell of 3.0 nm × 0.8 nm along [010] and [12̅1̅] directions, respectively (Figure 3a).

At 264 K we start to observe a phase transition to a completely different assembly, formed by well-ordered two-dimensional dense islands (phase 3, introduced as "dense" phase, Figure 2c). At room temperature (291 K), the striped phase is observed to vanish completely, and only dense phase islands are observed after some hours, in line with an earlier work.

---

**Figure 1.** DFT relaxed structures of (a) a DHBA molecule in the gas phase and (b) the calcite (10.4) surface (top view of the top layer). The rectangular unit cell (shown by the dashed line) consists of two calcium ions and two carbonate groups rotated by 60° with respect to each other.

**Figure 2.** Overview of various molecular arrangements (four phases) as a function of the sample temperature. The blue color on the temperature scale indicates the temperature ranges in which the striped phase (from 224 to 290 K) and the dense phase (from 264 to 348 K) are observed in the experiment. (a) Clusters; (b) well-ordered one-dimensional striped islands; (c) well-ordered two-dimensional dense islands; (d) clusters. A plane subtraction was applied to the data.

**Table 1.** Summary of the Observed Molecular Structures on the Calcite (10.4) Surface after Deposition of DHBA and Heating to the Indicated Sample Temperature

<table>
<thead>
<tr>
<th>structure</th>
<th>temp (K)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase 1 &quot;clusters&quot;</td>
<td>109–216</td>
<td>tightly packed clusters</td>
</tr>
<tr>
<td>phase 1 and 2</td>
<td>224–241</td>
<td>clusters and stripes</td>
</tr>
<tr>
<td>phase 2 &quot;striped&quot;</td>
<td>244–264</td>
<td>striped islands</td>
</tr>
<tr>
<td>phase 2 and 3</td>
<td>264–290</td>
<td>striped and dense islands</td>
</tr>
<tr>
<td>phase 3 &quot;dense&quot;</td>
<td>291–348</td>
<td>dense islands</td>
</tr>
<tr>
<td>phase 4 &quot;clusters&quot;</td>
<td>361–406</td>
<td>dissolved islands</td>
</tr>
</tbody>
</table>
Originally, the dense phase was assigned to a \((1 \times 5)\) superstructure with a rectangular unit cell containing six molecules \((0.5 \text{ nm} \times 4.1 \text{ nm})\). However, further AFM experiments performed in this work allow us to establish a slightly less dense \((1 \times 1)\) structure containing one molecule per calcite unit cell (Figure 3b), as also confirmed by our theoretical analysis (see below). Finally, after annealing to 361 K, the dense islands have dissolved again and small clusters, distributed homogeneously on the surface (phase 4, Figure 2d) are observed.

Importantly, we observed that all three phase transitions are irreversible when cooling the sample again. In particular, the striped phase does not reappear at 264 K on a substrate annealed before to 300 K, where only the dense phase had formed. In an experiment with a sample covered by striped and dense phase islands, the observed phases remained unchanged upon cooling to 215 K. These experiments indicate that the dense phase must be thermodynamically more favorable than the striped phase within a wide range of temperature, i.e. even when the striped phase is observed in the experiment, suggesting that the latter is kinetically trapped (see discussion at the end of the section).

In the following, we discuss theoretical simulations of the striped and dense phases to elucidate their structures and specific binding configurations, examining also the essential points necessary to understand their different stability. We first focus on the striped phase by studying the energetics of a number of configurations compatible with the experimental \((6 \times 1)\) unit cell. The NC-AFM image (Figure 3a and ref 24) shows a sequence of alternating bright and dark stripes running along the [4̅21] direction. Hence, we first considered structures where two sets of differently oriented molecules are present on the surface: one set lying flat on calcite, compatible with the dark stripes when periodically repeated, and the other lying nearly perpendicular to the surface, compatible with the bright stripes.

These configurations are reminiscent of structures found in the bulk crystal formed by DHBA molecules. Here DHBA molecules form planar ribbons of dimers connected via intermolecular hydrogen bonds between the carboxylic groups. More in detail, inside the bulk structure we identified two cutting planes consisting of six molecules per cell (see Figure 4). Both units were used as a first guess for the unit cell of the striped phase. In the first configuration (Figure 4a), two dimers [A] are nearly parallel to each other and interact via H-bonds with a further dimer [B], which lays almost perpendicular to the dimers [A]. The second configuration (Figure 4b) is rather similar to the first, but the parallel molecules [C] do not form dimers. When optimizing both configurations on top of the \((6 \times 1)\) calcite cell, we find the second being by 1 eV per cell higher in energy with respect to the first. For a better and exhaustive analysis of the stability, we considered also structures with four and eight molecules, not necessarily inheriting their configuration from the molecular bulk or being compatible with the observed stripes (see the Supporting Information for details) but still sterically fitting the \((6 \times 1)\) calcite cell. Overall, the most stable structure found is the one with six molecules per cell and is shown in Figure 5. It is made by three pairs of dimers, one lying flat and two almost vertically on top of the substrate. Importantly, this configuration, completely organized in dimers, is the only one closely resembling the bulk ribbon motif shown in Figure 4a, suggesting that the dimeric arrangement is a key ingredient for the stabilization of the striped phase.
By partitioning the striped phase structure (Figure 5) in various subsystems (always kept fixed in the striped phase geometry), such as pairs of individual dimers and different dimers and the surface, we estimated semiquantitatively the interaction energies between the dimers and those with the surface (the details of the calculations are given in the Computational Methods section and Supporting Information).

The relative contribution from each type of bonding is illustrated in Figure 6. Upright dimers interact with each other via π-stacking (Figure 6a) while flat dimers via H-bonds (Figure 6b). The interaction between neighboring flat and upright dimers is relatively weak and is due to hydrogen bonding (Figure 6c). The molecule−substrate interaction is provided by the upright dimers mainly via electrostatic interactions with the surface (Figure 5b) and by the flat dimers via H-bonds and van der Waals interactions (Figures 5a and 6b). Hence, in the striped phase the molecule−molecule interactions and the molecule−substrate interactions are at balance, accounting for ∼44% and ∼56% of the interaction energy of the whole phase, respectively. The large contribution of the molecule−molecule interaction is consistent with the fact that this phase (unlike the dense phase described below) is reminiscent of the DHBA bulk, where only dimers are present.

The theoretically obtained unit cell dimensions (3.03 nm × 0.81 nm) are in excellent agreement with the experimental values. The obtained theoretical structure is in good qualitative agreement with the NC-AFM images, where brighter spots are assigned to the upright dimers and darker areas to the flat structures (see Figure 7).

In contrast to the striped phase, the dense phase appears as a uniform molecular organization on calcite (10.4), as shown by the high-resolution NC-AFM image in Figure 3b. Previous experiments25 done at room temperature suggested that the single molecule occupies almost an entire calcite unit cell (highlighted by a dotted blue rectangle). Note that the size of the calcium ions was deliberately increased for a better visualization. (b) A view of the molecule along the [010] (top) and [4 \overline{2} 1] (bottom) directions. The single molecule is almost flat on top of the surface with the oxygen atoms of the carboxylic group being close to two calcium atoms. Furthermore, the hydrogen atom of the carboxylic group is close to the oxygen of the nearest carbonate group (see Figure 8c, I). Relevant Mulliken charges of the atoms in the isolated molecule and the clean surface (O1, H, and O2 in I) are compared to the ones of the single adsorbed molecule (O1, H, and O2 in II). The oxygen−hydrogen distances (d(O1−H), d(O2−H), and d(O1*−H*)) are provided for both cases. Furthermore, the hydrogen atom of the carboxylic group is close to the oxygen of the nearest carbonate group (see Figure 8b). The Mulliken charge analysis27 (see Supporting Information) reveals that this hydrogen atom has a charge of +0.22e in the isolated molecule (Figure 8c, I) and of +0.25e...
when the molecule is adsorbed on the surface (Figure 8c, II). The charge of the oxygen atom of the surface is $-0.50 e$ for the clean surface (O2*) and changes to $-0.23 e$ when the molecule adsorbs to the surface (O2). At the same time, the charge of the oxygen atom of the molecule changes from $-0.21 e$ of the isolated molecule (O1*) to $-0.48 e$ for the adsorbed molecule (O1). Therefore, there is charge transfer of $-0.27 e$ from the surface oxygen atom (O2) to the oxygen atom of the molecule (O1). The available KPFM data $^{35,38}$ are in line with the interpretation on the charge transfer made here. Moreover, from Figure 8c, we see that the O–H distance $d(O2−H) = 1.03 Å$ between the H atom adsorbed on the surface and the surface O atom is similar to the O–H distance $d(O1*−H) = 0.96 Å$ in an isolated molecule. The distance between the oxygen atoms $d(O1−O2) = 2.57 Å$ is comparable with the oxygen–oxygen distance in a typical hydrogen bond. The charge and distance analysis thus suggests that the oxygen atoms of the molecule and the surface switch role upon adsorption. On the basis of our results, we see the distance between hydrogen and its "parent" oxygen in the molecule increases upon adsorption, explaining the tentative assignment to a deprotonation. The interaction between the oxygen of the molecule and the newly formed surface OH group can be ascribed to a hydrogen bond. Further stability is given by the van der Waals interaction between the benzene ring of the molecule and the surface. We also find that taking the hydrogen atom further away from the "parent" molecule is energetically less favorable.

Our single molecule analysis guided us in constructing various models for the dense phase, which are compatible with the experimentally observed structure. We first considered a monolayer with one upright molecule in each calcite cell (fitting a flat molecule in the same cell is sterically unfeasible) as suggested by our current NC-AFM images. Since the AFM images do not disclose the specific binding configuration of all molecules, a $(2 \times 5)$ cell with ten molecules was considered. This enabled us to vary the number of molecules with increased hydrogen–oxygen distance (as in the case of a single adsorbed molecule), ranging from none to all molecules having their hydrogen atoms placed at an increased distance (see the Supporting Information for details).

The most energetically favorable structure is shown in Figure 9 and its comparison with the NC-AFM image in Figure 10. In this structure, all molecules are equivalent (they have a $(1 \times 1)$ arrangement, with one molecule per calcite unit cell), upright standing, and with an increased hydrogen–oxygen distance as in the case of a single adsorbed molecule. This situation can be described by two electrostatic bonds of the oxygen atoms of the carboxylic group with the surface calcium atom as well as an H-bond of the carboxylic group of the molecule with the carbonate group of the surface. As shown in Figure 9a, the molecules do not stand strictly upright: they adsorb with a rather large tilt angle ($\alpha \sim 39^\circ$), which optimizes the $\pi−\pi$ interaction between DHBA molecules belonging to adjacent rows along [010] (the center–center benzene rings distance is $\sim 3.5 Å$). Moreover, the stacking of the molecules with the benzene rings parallel to [421] also favors the H-bond between the benzene rings hydroxyl substituents of adjacent molecules, with an optimized oxygen–oxygen distance of 2.30 Å (see Figure 9b).

For the calculation of the relative energy contributions to the dense phase interaction energy we followed two different approaches (see Supporting Information), which, despite yielding slightly different numerical results, do not affect our main conclusions. The derived picture differs substantially from the one of the striped phase, as the major contribution to the total interaction energy of the dense phase originates from the molecule–surface interaction. Here, only between 8% and 14% is due to the molecule–molecule interaction, while between 86% and 92% of the contribution comes from the molecule–surface interaction (depending on the method used). More in detail, the molecular parallel stacking along [010] contributes about 4%, which is 0.10 eV per molecule, an expected energy gain for aromatic–aromatic $\pi−\pi$ interaction $^{29}$ (Figure 9a). Importantly, three times as much comes from the lateral H-bond between the molecules running along [421] (Figure 9b).
Therefore, the arrangement of the molecules within this phase is not only a collection of individually adsorbed molecules, as there is a significant intermolecular interaction, which affects the actual geometry of the molecules in the layer. In fact, an isolated upright standing molecule adsorbed on the surface is by 0.80 eV higher in energy than the flat molecule adsorbed on the surface (Figure 8a,b). The collective effect due to the intermolecular interaction enables the molecules to stand at a larger angle to the surface, if compared to the single molecule case.

Importantly, a comparison of the free energies for the two phases reveals that the dense phase is thermodynamically more stable than the striped phase in the temperature window of 200–400 K, i.e. even in the temperature range where we obtain the striped phase experimentally. The calculated DFT energy difference of the two phases is 0.65 eV (relative to the common (6 × 2) cell), while the contribution of atomic vibrations to the free energy difference adds an additional 0.25–0.30 eV (within the temperature range considered for the two phases), making the dense phase even more favorable (see the Supporting Information for more details).

We conclude our analysis with a discussion about the transition from the striped to the dense phase. Our experimental results (see Table 1) indicate an increased transition rate upon increasing the temperature. As a consequence, there must be a certain energy barrier for the system to undergo the phase transition from the striped to the dense phase. Note that as stated above, according to our DFT calculations the dense phase is more favorable than the striped one even within the temperature interval where the latter is observed experimentally and that the striped phase is not regained upon cooling the dense phase.

Why then does the striped phase appear at all? To address this question, it is instructive to compare the stability of a molecular dimer in the gas phase with that on the surface. In both cases the two molecules form a double H-bonding at the carboxylic group (see Figure 11). However, while in the gas phase our calculations indicate the dimer as 0.8 eV more favorable than two single molecules, on the surface we have the opposite picture; i.e. the dimer is by 0.5 eV less stable than two adsorbed individual molecules. Importantly, we have also found that the energy barrier for a dimer dissociation process on the surface is rather large (~1.3 eV, see the Supporting Information for details). On the basis of these results, the following explanation can be put forward for the fact that the less favorable striped phase appears before the dense one at low enough temperatures. Since dimers are energetically favored to form in the gas phase, a considerable number of molecules would form dimers during evaporation, prior to their deposition on the surface. Hence, phase 1 will form first, where small clusters consisting preferentially of dimers are formed on the surface. Because of the mentioned large energy barrier necessary to dissociate the dimers, they remain stable within a considerable temperature interval. Hence, with appropriate temperature increase the diffusion of dimers would naturally result in them joining together in the striped phase. This must be the most preferable mechanism, as the formation of the dense phase directly from diffusing dimers at low temperatures would correspond to surmounting a much larger energy barrier associated with breaking of the relatively strong double H-bond between the molecules. As the temperature increases, the dimer dissociation kicks in, leading to the appearance of many single molecules, which, due to the similarity of their adsorption geometry to the molecular structure in the dense phase, initiate the nucleation of the latter.

The above considerations indicate that there must be a smaller energy barrier for the formation of the striped phase compared to the barrier for the direct formation of the dense phase. Therefore, it is kinetically more favorable going first to a phase made out of dimers such as the striped phase, and only then to the dense phase via a phase transition, which must be thermally activated. Hence, the striped phase must be kinetically trapped. Thus, the fact that the striped phase appears prior to the dense phase indicates the importance of the specific initial molecular arrangement on the surface immediately after deposition that favors its formation.

**CONCLUSION**

In this work, we investigated the temperature evolution of the assembly formed by DHBA molecules on the calcite (10.4) insulating substrate by combining high-resolution NC-AFM experiments and state-of-the-art DFT calculations. The temperature increase triggers a series of irreversible transitions between several molecular phases indicating a drastic change of the interactions at play.

Our analysis is focused on two ordered phases, denoted as striped and dense. While the NC-AFM imaging of the first phase reveals a regular alternation of bright and dark stripes, for the second one a uniform and close-packed network of bright spots is observed. Over time, the striped phase transforms into the dense, which above 290 K remains the only phase present before dissolving into clusters at even higher temperature. A very detailed theoretical analysis was performed to identify the atomic arrangements of the two phases and the different stabilizing factors at play in each of them. The striped phase is made out of upright and flat-lying dimers and is reminiscent of the DHBA molecular bulk. The dense phase is thermodynamically more stable than the striped phase. It is formed by a network of upright monomers, strongly anchored to the surface both electrostatically and by an H-bond.

Our analysis of the contributions to the total interaction energy due to the molecule–molecule and molecule–surface interactions disclosed a significantly different binding configuration within the two phases. Compared to the balanced...
interactions in the striped phase, in the dense phase the lack of a dimeric molecule–molecule interaction is mediated by a much stronger interaction of the molecules with the surface, resulting in a strong substrate templating effect.

Importantly, our results show that using an annealing procedure it is possible to reach an assembly (the dense phase) on the calcite (10.4) surface, which is not directly accessible when the molecules are deposited at room temperature: upon deposition a self-assembled monolayer of the striped phase is created first, and only then, via a slow phase transition, a thermodynamically more stable dense phase structure is formed. We argue that the formation of the striped phase at lower temperature prior to the transformation to the dense phase is due to kinetic trapping, as strongly suggested by the irreversible character of the phase transition and by our free energy calculations that identify the dense phase as energetically more favorable within a wide temperature interval.

The discovered anchoring mechanism of the carboxylic group changing from intermolecular hydrogen bonding in the striped phase to a strong molecule–surface interaction in the dense phase is likely to be of general nature for the carboxylic acid moiety. Molecular side groups can be then suitably chosen to provide additional interaction between neighboring molecules. We believe that these factors will play an important role in designing stable molecular architectures on surfaces of insulating crystals such as calcite. Identifying specific driving forces, as this one, is essential in the direction of potential technological applications of self-assembled structures on insulators.

**COMPUTATIONAL METHODS**

Density functional theory (DFT) calculations were mainly performed with the Quickstep code within the CP2K package, using a mixed Gaussian and plane waves basis set, the Goedecker, Teter and Hutter (GTH) pseudopotentials, and a GGA-PBE exchange-correlation functional including a Grimme-D2 van der Waals interaction. We used a plane-wave basis energy cutoff of 600 Ry and the Γ point to sample the Brillouin zone. In all calculations large enough cells were considered to justify the latter approximation. The calcite substrate was modeled with a periodically repeated slab of three layers, allowing a vacuum gap between the adsorbed adlayer and the bottom layer of the slab above it of ~30 Å. Relaxations were considered completed when atomic forces were <0.02 eV/Å. Only atoms belonging to the two uppermost top layers and all atoms of the molecules were allowed to relax. The most relevant energy comparisons were also performed using the plane-wave pseudopotential package Quantum-ESPRESSO. In order to analyze the stability of both phases, we performed single point energy calculations of the interaction energies between different elementary components of the systems (pairs of neighboring molecules, molecule, and the surface). The interaction energy is understood as a difference between the total energy of the whole system minus the sum of the total energies of all its components calculated in the geometry of the whole system. Pre- and postprocessing were done using the TETR/LEV00 package. In order to estimate the charge transfer between the adsorbed molecules and the calcite surface, one has to compare the charge densities before and after adsorption. Although different methods can be used to estimate this, quantitative analysis can only be done based on a somewhat artificial definition of what is meant by an atom in a many-atomic system. Since we are interested here in a qualitative analysis only, we have used the Mulliken population analysis for this purpose. Atomic vibrations were calculated using the frozen-phonon method with the free energy obtained within the quasi-harmonic approximation. Nudged elastic band (NEB) calculations were performed using nine replicas, including the initial and final states. In these calculations all atoms of the molecules and only the surface atoms allowed to relax were displaced.

**EXPERIMENTAL METHODS**

All sample preparation and measurements were performed under ultrahigh vacuum (UHV) conditions with a base pressure below 10−10 mbar. Optical quality calcite (CaCO₃) crystals (Korth Kristalle GmbH, Kiel, Germany) were cleaved in situ prior to the deposition of 2,5-dihydroxybenzoic acid (DHBA, Aldrich, Munich, Germany). Heating the DHBA molecules to 67 °C results in sublimation and adsorption onto the calcite substrate, which was precooled with liquid nitrogen to about 100 K; additional details can be found in ref 24. The temperature of the sample was regulated via a liquid nitrogen continuous flow cryostat with integrated counter heating element. A copper braid connects the heat exchanger and the sample holder stage. The temperature stability at the heat exchanger, measured with a silicon diode, is better than 0.1 K during AFM experiments. Sample temperatures stated in this article were measured at the sample holder stage using a Pt-100 sensor with an accuracy of ±1 K. Note there is an unknown temperature difference between sample surface and sample holder stage, which is estimated by the manufacturer to be less than 10 K.

All images shown here were obtained after a sublimation time of 10 min, resulting in coverage of approximately 0.4 monolayers. Subsequently, molecularly resolved images were taken in ultrahigh vacuum with an Omicron Nanotechnology (Taunusstein, Germany) variable-temperature atomic force microscope (AFM), operated in the frequency modulation noncontact (NC) mode.

Molecules were deposited at a sample temperature of around 100 K. The sample was transferred into the precooled NC-AFM immediately after deposition and heated inside the NC-AFM to the desired temperature. The phase transition was fast enough to be completed within the first 2 h, the phase is considered stable at that temperature. In case two phases were observed within the first 2 h, the NC-AFM experiment was continued. If there were still two phases on the surface even after 24 h in total, the coexistence of these phases is considered stable at that temperature. In case the phase transition was fast enough to be completed within the first 24 h, the remaining phase was observed for another 2 h to ensure no further phase transition starts. In this case, the remaining phase is considered stable at that temperature.
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