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Summary

Advances in sequencing technologies provide the opportunity to rapidly produce vast genomic data sets at a low price. In particular, the recently developed, ultra-fast 454 pyrosequencing has dramatically reduced the cost and time requirements per sequenced base pair. Furthermore, novel methods have been developed that enable sequencing of the 99% of microbes that are difficult to access with conventional, culture-dependent approaches. These culture-independent methods launch the exciting field of metagenomics – the study of the collective genomes (metagenomes) of free-living microbial communities.

In light of the immense data sets produced, sequence analysis is still a contemporary, ongoing challenge in computational biology. Additionally, new demands arise from the short length of sequence reads produced by ultra-fast sequencing techniques. In the field of whole-genome research, accurate methods are required for identifying and functionally characterizing the gene content of organisms, thus reducing the required manual effort while at the same time producing high-quality annotations. On the other hand, metagenomes are nowadays routinely sequenced, and an increasing number of metagenomic projects is expected in the near future (Pennisi, 2007), but their computational analysis is still in its infancy.

In the presented thesis, state-of-the-art machine learning techniques as well as algorithmic and statistical methods are employed for the high-throughput analysis and characterization of large genomic data sets. First, the gene finding software GISMO was developed, which combines the search for protein domains using profile hidden Markov models (pHMMs) with a sequence composition-based classification using a Support Vector Machine. This combined strategy is able to unveil almost the complete gene content of prokaryotic genomes in a fully automated manner. GISMO has already been extensively employed in the international effort to ‘Annotate a Thousand Genomes’ as well as in various genome annotation and re-annotation projects.

Furthermore, a novel gene finding algorithm for metagenomic data sets was developed. It is robust for most problems encountered when predicting genes in metagenomes, including short sequence length and low sequence quality. Thereby, the algorithm allows to hunt for novel, unknown genes carried by organisms that cannot be sequenced using conventional, culture dependent techniques.

Finally, methods were devised for characterizing short-read metagenomes obtained by pyrosequencing. Following the pHMM-based identification of gene fragments, the latter are categorized into functional groups. Additionally, the source organisms (taxonomic origins) of gene fragments are predicted. The resulting genetic and taxonomic profiles can in turn be used to unveil important trends in the gene content, metabolism, and species composition of the underlying microbial communities.
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Microorganisms are ubiquitous and essential components of all ecosystems on Earth and comprise more than half of its biomass (Fraser et al., 2000a). They largely contribute to forming the geochemical composition of Earth’s biosphere, buffer environmental changes, and hold a wealth of new functions for natural product synthesis. Exploring the microbial universe could reveal enzymes that hold the key for cleaning up pollution or for the industrial production of biofuel, food, and pharmaceuticals. Estimates suggest that by 2010 between 10% and 20% of all chemicals sold could be produced using biotechnological applications (Lorenz and Eck, 2005). Despite the importance and predominance of microbes, we have just started to reveal their incredible diversity, the full range of biochemical processes they are capable of, and their response to environmental changes. For example, the estimated number of at least 10 million bacterial species are in striking contrast to the few thousand that have been formally described (Gould, 1996).

A new era of exploring microbial diversity was initiated in 1977 when Carl Woese and colleagues assessed the evolutionary relationships of organisms by studying their 16sRNA and 18sRNA (Woese and Fox, 1977). Comparative sequence analysis of RNA genes revealed that cellular life can be divided into three domains, one eukaryotic (Eukaryote) and two prokaryotic (Bacteria and Archaea). This approach complements the traditional classification of microbes based on morphological characteristics, which does not provide a valid taxonomic grouping (Eisen, 2007). Microbes evolve so rapidly that two close relatives may have very different appearances, while distantly related species may look similar. Since the pioneering work of Norman Pace and colleagues in the mid 1980s, our knowledge about the diversity of microbes has largely been increased by directly isolating RNA genes from the environment, followed by their phylogenetic characterization (Pace et al., 1985; Hugenholtz et al., 1998; Hugenholtz, 2002).
The genomic revolution began between 1977 and 1995; first, Sanger et al. (1977a) sequenced a virus infecting *Escherichia coli*; then, in 1995, Fleischmann et al. published the first complete genome sequence of a free-living organism, *Haemophilus influenzae*. Ever since, many advances have been accomplished both in sequencing techniques and molecular methodologies, making microbiology one of the fastest progressing sciences. Nowadays, after cultivating microbes in the lab, their entire genomes are routinely sequenced in high throughput (Fraser et al., 2000b). Studies of microbial genomes have tremendously increased our knowledge about the physiology, evolution, and biochemical processes of organisms (Nierman et al., 2000; Fraser et al., 2002). Results have given striking insights into disease causing mechanisms of microbes and have provided novel approaches in treating microbial infections and designing antimicrobial agents and vaccines. However, estimates suggest that only 1% of microbes can be cultured using standard techniques (Hugenholtz et al., 1998; Hugenholtz, 2002). Another big step forward was the development of cultivation-independent methods to directly isolate microbial DNA from the environment. Using these methods, it has been possible to sequence microbes that were previously considered to be inaccessible, such as obligate pathogens (Fraser et al., 1998) or symbionts (Shigenobu et al., 2000), which cannot survive outside their hosts, or even ancient DNA from long-extinct species like Neanderthal (Green et al., 2006; Noonan et al., 2006) or Mammoth (Poinar et al., 2006). However, whole-genome studies of microbes have been highly biased towards the four phyla proteobacteria, firmicutes, actinobacteria, and bacteroidetes, which therefore dominate our current knowledge about microbiology (Hugenholtz, 2002).

At present, we are just awakening to a new revolution, the sequence based study of microbial communities in their natural habitats, called community genomics, ecogenomics, or metagenomics (Riesenfeld et al., 2004; Schloss and Handelsman, 2005; Tringe and Rubin, 2005). Over the past decade, microbial genome research has mainly focused on studying individual species that could be cultivated. However, in nature microbes are embedded in dynamic communities of multiple coexisting species with complex interactions. The natural life of microbes can therefore only be revealed by studying communities in their natural environment instead of single species cultivated in the lab. In metagenomics, the collective genomes of natural microbial communities are directly isolated from the environment and subsequently analyzed. These approaches give the opportunity to investigate the potential metabolism and species composition of microbial communities, while at the same time giving access to the genome sequence of the 99% of microbes that are difficult to cultivate. Moreover, metagenomic approaches provide a comprehensive view of the interactions, higher-level evolution, dynamics, and response to environmental perturbations of complex microbial communities found in nature.
Nowadays, molecular biologists are capable of producing large amounts of genomic sequence data within hours, raising the demand for novel computer programs to handle them. The goal of this thesis is to develop computational methods that aid researchers in analyzing, characterizing, and interpreting genomic and metagenomic data sets, thus helping to increase our knowledge on the hidden world of microbes. The three main goals are:

First: In light of the pace at which genomes are sequenced today, more accurate gene finding programs are required to further reduce the manual effort involved in genome research. Motivated by this demand, the first goal is to develop accurate methods for identifying the gene content of prokaryotic genomes in a fully automated manner.

Second: Owing to their complexity, many existing computational sequence analysis tools cannot be applied to metagenomic data sets. Hence, the second goal is to develop gene finding methods for metagenomes that can be used to hunt for novel, unknown genes that are not harbored by any of the cultivated organism.

Third: The recently developed, ultra-fast 454 pyrosequencing has significantly dropped the cost and time requirements of sequencing. However, because of the short average length of 100 bp of the reads produced, their computational analysis is a major challenge. The third goal of this thesis is to devise methods for characterizing short-read metagenomes obtained by pyrosequencing. For a given metagenome, the developed methods should be able to decipher the gene content and species composition of the underlying microbial community.

**Overview**

In the following, the structure of the presented thesis is outlined. Chapter 2 introduces the background and basic terminology required to describe the results of this work. First, genome research of single prokaryotes and entire microbial communities are presented, followed by the introduction of computational methods used in the analysis of molecular sequences. Next, the Support Vector Machine classification technique is introduced, which in the context of this work is employed to identify protein encoding genes in complete prokaryotic genomes. Finally, measures used to evaluate the accuracy of a classifier as well as measures for characterizing the biodiversity of microbial communities are described. Chapter 3 provides an overview of the contributions accomplished by the author in the analysis of whole prokaryotic genomes and microbial metagenomes. For this purpose, six selected scientific articles are summarized. Chapter 4 gives a synopsis on the new findings that were gained during this work when analyzing and characterizing genomic data sets. Chapter 5 considers future directions. In the last Chapter, the six scientific manuscripts included in this thesis are presented in the layout of the journals in which they were published.
2.1 Whole-genome research of prokaryotes

Whole-genome projects aim to gain new insights into the biochemical and physiological processes carried out by organisms, based on studying the information encoded in the linear nucleotide sequence of their DNA (Fraser et al., 2000b; Nierman et al., 2000). Nowadays, the nucleotide order of entire microbial genomes is routinely deciphered using high-throughput shotgun sequencing: After growing the target organisms in a culture, their genomes are randomly sheared into short fragments. These fragments are then inserted (cloned) into so-called vectors (usually small DNA rings), and resulting clones are amplified and purified (Fleischmann et al., 1995; Fraser and Fleischmann, 1997). Sequence reads of about 1000 bp are obtained from randomly selected fragments using Sanger sequencing (Sanger et al., 1977b). Finally, the original sequenced genome is reassembled (or simply assembled) with powerful computer programs that link overlapping reads into longer, continuous stretches of DNA, called contigs (Sterky and Lundeberg, 2000).

In contrast to the conventional approach outlined in the preceding paragraph, the recently published, massively parallel 454 pyrosequencing technique (Margulies et al., 2005) allows to directly sequence shotgun fragments without a prior cloning step. While this technique at the same time significantly drops the cost and time requirements per base pair, its central weakness lies in the short length of sequence reads produced, with averaging length of 100 bp.
After a genome is reassembled, computational methods are employed to obtain a preliminary description (annotation) of its sequence. Functional elements, including genes and regulatory elements, are identified and characterized. Metabolic pathways implemented by the target organism are reconstructed and events that shaped a genome during course of evolution are revealed, such as gene loss, transfer of genetic material, or rearrangements. These analyses are usually automated and constitute the first step in whole-genome studies, followed by experts manually polishing the annotations.

### 2.2 Metagenomics

Advances in sequencing methods have recently dramatically changed the way microbial ecosystems are studied, ushering into the emerging field of metagenomics, the sequence-based study of naturally occurring microbes. In metagenomics, the collective genome (metagenome or microbiome) of coexisting microbes – called microbial communities (Fauth et al., 1996) – is randomly sampled from the environment and subsequently sequenced (Breitbart et al., 2002; Tyson et al., 2004; Venter et al., 2004; Riesenfeld et al., 2004; Schloss and Handelsman, 2005). Analogous to whole genomes, the most widely used strategy for sequencing these environmental DNA samples is the shotgun approach, resulting in a mixture of short genomic fragments of unknown origin (Eisen, 2007). While at present shotgun fragments are predominantly sequenced using the Sanger technique, the number of metagenome projects using 454 pyrosequencing is rapidly increasing (e.g. Edwards et al., 2006; Turnbaugh et al., 2006; Angly et al., 2006). The 454 technique has significantly dropped the time and cost constraints of environmental DNA sequencing while at the same time avoiding the potential bias that the cloning procedure might introduce (Margulies et al., 2005; Edwards et al., 2006; Turnbaugh et al., 2006).

By directly accessing the collective genome of co-occurring microbes, metagenomics has the potential to give a comprehensive view of the genetic diversity, species composition, evolution, and interactions with the environment of natural microbial communities (e.g. Béjà et al., 2000; Furrie, 2006; Martin et al., 2006; Whitham et al., 2006; Gill et al., 2006; Hansen et al., 2007). Moreover, considering that the vast majority of microbes resists cultivation using conventional methods (Hugenholtz, 2002; Rappé and Giovannoni, 2003), metagenomic approaches highly enlarge our window into the microbial universe.

Studies based on metagenomics have greatly increased our knowledge about the diversity of microbes (e.g. Venter et al., 2004; Bohannon, 2007; Rusch et al., 2007); revealed changes in the gut microbiome of obese mice (Turnbaugh et al., 2006); and expanded our understanding about the evolution of species interactions (Hansen et al., 2007). Two of the most impressive metagenomic studies discovered photosynthetic marine gammaproteobacteria (aerobic anoxygenic phototrophs, AAnPs) (Béjà et al., 2002) and bacterial rhodopsin (proteorhodopsin) (Béjà et al., 2000). These findings challenge our view of the nature and prevalence of light-utilization strategies of microbes living
in ocean surface waters (DeLong, 2005). Further studies have provided glimpses into the gene reservoir of uncultured microbial communities from various environments, including the ocean (DeLong, 2005; Rusch et al., 2007), whale falls (Tringe et al., 2005), sewage sludge (Martin et al., 2006), or human guts (Gill et al., 2006). Forest Rohwer and colleagues have also used sequencing techniques to explore the composition and gene content of viral assemblages in their natural environments (Breitbart et al., 2002, 2003, 2004a,b; Edwards and Rohwer, 2005; Angly et al., 2006).

Characterizing the species composition and genetic potential of microbial samples, in other words, revealing which microbes live in an ecosystem and what they are doing, are among the most essential questions in metagenomics and challenging tasks in computational biology. For the first task, the source organisms or taxonomic origins of environmental genomic fragments are inferred. In biology, organisms are systematically classified into categories sharing particular characteristics. These categories, called taxonomic groups or simply taxa, are organized in a hierarchical manner into the ranks of superkingdom, phylum, class order, genus, and species. Superkingdom is the highest-level grouping of cellular live. By assigning a taxonomic origin to each environmental genomic fragment, a community specific taxonomic profile is derived. These profiles portray the species composition of the underlying communities on each taxonomic rank, in other words characterizes their taxonomic composition.

For the task of characterizing the genetic potential of microbial communities, protein encoding sequences (coding sequences, CDSs) are identified in the genomic fragments of a sample and functionally described. In case genomic fragments are directly analyzed without a prior assembly step, detected coding sequences are called environmental gene tags (EGTs) – snippets of genes that potentially encode a protein adapted to the environment (Tringe et al., 2005). After assigning a cellular function to each EGT, the resulting profiles can be used for quantitative gene content analysis in order to reveal habitat-specific genetic fingerprints. Genes that are important for survival in a habitat or adaptation to a niche, will occur in the genomes of many organisms sharing the same environment (Tringe and Rubin, 2005). By comparing the EGT profiles of unassembled metagenomes, these community and environment-specific genetic traits as well as trends in the metabolic activities and functional roles of each microbial community can be unveiled.

While environmental DNA is sequenced at a high rate and an increasing number of metagenome projects can be expected in the near future (Pennisi, 2007), the computational analysis of genomic fragments from a heterogeneous mix of species is still loaded with problems. For example, the short length of the sequence reads obtained combined with an inherent intra-species genetic heterogeneity (Spencer et al., 2003; Thompson et al., 2005), inter-species gene conservation, and variable species composition, all these together entail a fundamental computational challenge for characterizing the genetic and taxonomic composition of the underlying communities or for assembling each genome into longer contigs. Additionally, the main obstacle for assembling complex
communities is simply an insufficient sequence coverage. For example, half of the 7.7 million DNA sequence fragments that were collected by Venter and colleagues on their sailing cruise from Halifax to the Galapagos islands were so different that they could not be linked at all (Rusch et al., 2007).

Despite the technical difficulties, for simple communities, metagenomes obtained by Sanger sequencing are successfully assembled into longer contigs if sufficient coverage is available (e.g. Tyson et al., 2004). While from species that are over-represented in a sample long stretches of genomic sequences can frequently be assembled, for under-represented species only short contigs with low coverage are obtained. One problem related to low coverage is that contigs are even more prone to contain sequencing errors.

2.3 Analyzing genomic sequences

This section introduces computational sequence analysis methods that are employed in the context of the presented thesis. The described methods are used for a) the functional characterization of genes based on the detection of sequence similarities, b) the automated identification of protein encoding genes, c) reconstructing the evolutionary relationships (phylogenies) of molecular sequences, and d) predicting the source organisms (taxonomic origins) of environmental DNA fragments. Considering that genomes can be represented as linear sequences of nucleotides and proteins as linear sequences of amino acids, their computational analysis can be regarded as the analysis of sequences of characters over the alphabet of four nucleotides \{A,C,G,T\} and over the alphabet of all 20 amino acids. Each nucleotide and amino acid is represented by a single character: adenine (A), cytosine (C), guanine (G), thymine (T) for nucleotides or alanine (A),..., tyrosine (Y) for amino acids.

2.3.1 Sequence comparison methods

Commonly, the first step to infer the cellular role of new proteins involves a search for sequence similarities in a database of functionally characterized amino acid sequences. The similarities identified enable to transfer information about the function and folding from related proteins. The broad success of similarity based methods in computational biology can be explained by the phenomena that during evolution most new genes are not invented de-novo, but arise by duplication, rearrangement, and mutation events of existing genes (Chothia et al., 2003). Related proteinsstemming from the same ancestor are called homologs (Fitch, 2000).

To compare sequences, usually an alignment is computed, such that similar characters are placed in the same column, in respect to an internal scoring scheme (Durbin et al., 1998). An alignment computed between two sequences is called pairwise alignment, otherwise multiple alignment when more then two sequences are compared. Various pairwise alignment methods have been implemented that employ a heuristic
to speed the search up, with perhaps the most prominent one being BLAST (Altschul et al., 1997). For a given query sequence BLAST can, very time-efficiently, screen huge databases for similarities. Database sequences similar to the query are called matching sequences or simply hits.

In the following, profile methods and the Pfam protein families database are introduced. While the former are used to summarize the information contained in a multiple alignment, the latter makes extensive use of such profiles and in the context of this work is used for the detection of conserved coding sequences.

Profile methods

Profile methods are used to model multiple alignments of previously identified members of a protein family. The constructed models can in turn be employed to search for new family members. Among the most widely used profile methods in computational biology are position-specific scoring matrices and profile hidden Markov models (pHMMs) (Durbin et al., 1998). Position-specific scoring matrices represent the likelihood of seeing each amino acid in each column of the underlying alignment. Hence, they represent which amino acids are allowed at any position, which positions are highly conserved, and which are degenerated. Profile hidden Markov models additionally store the likelihood of insertions and deletions to account for variation in protein length.

In essence, a pHMM is a linear chain of match, insertion, and deletion states (Figure 2.1). While match states represent the likelihood of seeing each amino acid at conserved positions, deletion states store the likelihood to skip a position. Insertion states allow for insertion of amino acids with respect to a match state. Thereby, pHMMs enable to calculate a probability for aligning a given amino acid to any position of the underlying multiple alignment. For a given sequence $s$, pHMMs employ statistical methods to calculate a probability that $s$ was generated by the model. This probability is used to decide whether a sequence belongs to the represented family or not.

Pfam

The protein families database (Pfam) is a comprehensive collection of pHMMs for manually curated protein families (Finn et al., 2006). The majority of these families represent domains, protein components with their own folding and molecular function, which mainly determine the function of proteins. The current version (version 21.0) consists of 8,957 families, matching about 74% of all known proteins (Finn et al., 2006). Each family is represented by: a) a description of its functional role, b) a seed multiple alignment of representative family members, c) a global (ls) and a local (fs) pHMM, both constructed from the seed alignment, and d) a full multiple alignment comprising all members found in the public sequence databases using the pHMMs. Contrasting to the global model, the local pHMM does not penalize initial and terminal gaps, thus allowing partial matches to the pHMM to be found. In other words, with the fs pHMM a query sequence is locally aligned to the represented multiple alignment.
2.3.2 Finding genes in prokaryotic genomes

Since the mid-1990s, gene finding software for bacterial genomes have become available allowing automated discovery of genes from raw genomic sequences (Borodovsky and MClninich, 1993; Salzberg et al., 1998; Frishman et al., 1998; Badger and Olsen, 1999; Delcher et al., 1999; Besemer and Borodovsky, 1999; Shmatkov et al., 1999; Besemer et al., 2001; Shibuya and Rigoutsos, 2002; Guo et al., 2003; Larsen and Krogh, 2003; Delcher et al., 2007). Subsequent developments have mostly focused on the introduction of novel techniques to capture sequence composition more accurately (Delcher et al., 1999), modeling of the gene structure (Besemer et al., 2001; Larsen and Krogh, 2003), and development of models that allow the discovery of multiple gene classes (Lukashin and Borodovsky, 1998; Mahony et al., 2004).

In prokaryotes (bacteria and archaea), protein encoding genes are open reading frames (ORFs), which are sequences of codons beginning with a start codon, ending with a stop codon, and without internal stop codon. The task of gene prediction can therefore be regarded as a two class classification problem: Discriminating coding sequences (CDSs) from the majority of non-coding ORFs (nORFs), which correspond to genomic regions that are not transcribed and translated in vivo.

Two different approaches are applied for predicting protein encoding genes in prokaryotic genomes: Intrinsic and similarity based methods. Intrinsic methods, such as GLIMMER (Delcher et al., 1999) or Genemark (Besemer and Borodovsky, 1999), analyze sequence properties of genomes to discriminate between coding sequences and non-coding ORFs. These methods exploit the different compositional properties...
of coding and non-coding sequences, mainly caused by a bias in codon usage in the CDSs, which optimizes the translation efficiency in protein biosynthesis (Gouy and Gautier, 1982). Before intrinsic methods can be employed, they need to be trained to learn the specific sequence composition of the genome under study. Generative models with Markov properties (Durbin et al., 1998), such as fixed-order Markov chains on nucleotides (Besemer et al., 2001; Larsen and Krogh, 2003) or codons (Badger and Olsen, 1999), are often applied to represent the sequence composition. Additional sequence features, such as ribosome binding sites (Lewin, 2004) or overlaps between adjacent genes, can also be integrated into a probabilistic framework, if hidden Markov models are used to describe the context of a gene (Besemer et al., 2001; Larsen and Krogh, 2003). Although these models provide a very detailed picture, their complexity can become problematic because of the high number of parameters that need to be adjusted during training (Larsen and Krogh, 2003).

Similarity based methods predict genes by searching for stretches of DNA that have been conserved during evolution. Several of these approaches discriminate conserved coding sequences from conserved non-coding regions based on their synonymous substitution rate (Badger and Olsen, 1999; Nekrutenko et al., 2003a,b; Moore and Lake, 2003). These methods exploit that the genetic code is degenerated, i.e. most amino acids are encoded by several so called synonymous codons. Consequently, certain nucleotide substitutions can occur within a CDS without modifying the encoded amino acid sequence. These silent substitutions are called synonymous, otherwise non-synonymous. To maintain the amino acid sequence of the encoded protein, coding sequences show a much higher number of synonymous substitutions than non-coding sequences, which can be used to discriminate between them.

Because of the high accuracy initially reported for most gene finding programs, some might consider prokaryotic gene prediction as a solved matter, but from the point of a practitioner, this is not quite the case yet (e.g. Poole et al., 2005). The development of techniques that improve predictions by combining the output of multiple programs (Tech and Merkel, 2003; McHardy et al., 2004a) shows that accuracy can be increased. Moreover, the correct identification of short genes, genes with atypical sequence composition, and the prediction of genes where only little sequence material is available are still challenging problems for prokaryotic gene finders.

Short genes are generally more difficult to identify than longer ones because their sequences carry less information that can be evaluated for discrimination (Skovgaard et al., 2001; Larsen and Krogh, 2003; Linke et al., 2006). Additionally, the composition of genes is influenced by various factors, including the gene expression rate (McHardy et al., 2004b), leading/lagging strand-related biases (Lafay et al., 1999), or the transfer of genes between different bacterial species, called horizontal gene transfer (Smith et al., 1992). Altogether, these influences lead to classes of genes with different sequence composition (Médigue et al., 1991; Moszer et al., 1999), which can be difficult to identify based on the evaluation of intrinsic sequence properties. For example, generative
methods, such as Markov chains or hidden Markov models, create a mean-based model of sequence composition by averaging over the sequence properties of their training collections. These methods have difficulties with genes that are best described by more than one distribution. This issue has been addressed by the inclusion of an additional model for genes with ‘atypical’ sequence composition (Lukashin and Borodovsky, 1998). On the other hand, short DNA sequences, such as plasmids, yield only small training sets for intrinsic sequence models. For complex models with many parameters this situation can lead to overfitting and a reduced prediction accuracy.

**Gene finding in environmental metagenomes**

Predicting protein encoding genes in metagenomes is problematic for several reasons. One problem is that assembled contigs may be too short to reveal the genome specific sequence properties, which is crucial in the application of intrinsic gene prediction methods. A second problem is the low sequence quality of assembled contigs, leading to sequence errors within the harbored CDSs. These errors may introduce insertions and deletions, entailing a partial shift of the codon sequence of a CDS (called frame-shift) as well as internal stop codons. In both cases, the affected CDSs are not ORFs anymore and hence may be missed by conventional, ORF-based gene finding methods. Although efforts have been made to overcome these problems – for example, the recently published METAGENE tackles the short contig length by estimating a GC content dependent usage of di-codons (Noguchi et al., 2006) – most intrinsic gene finders are ineffective for environmental genomic sequences. As a consequence, the majority of CDSs in metagenomes are identified based on a BLAST search against databases of known proteins.

### 2.3.3 Reconstructing phylogenies

**Phylogenetics** is a field of biology concerned with the study of the evolutionary relationships of proteins or entire organisms, named *phylogenies*. These relationships are represented by phylogenetic trees, which in molecular biology are primarily derived upon the sequence characteristics of homologous proteins or genes (Zuckerkandl and Pauling, 1965). The basic terminology used to describe phylogenetic trees is introduced in Figure 2.2. Methods for inferring phylogenetic trees from molecular sequence data can be divided into two categories, distance-based methods and discrete data methods, also called tree searching methods (Baldauf, 2003). Discrete methods, e.g. parsimony or maximum likelihood (Felsenstein, 2004), examine each column of a multiple sequence alignment separately and search for the tree that best explains the observed sequences. While these methods provide a hypothesis for the evolution of every column in an alignment, their runtime complexity allows to analyze solely small data sets. Distance based methods, such as neighbor-joining (Saitou and Nei, 1987), are very fast and hence can be applied to data sets with hundreds of sequences, but require a precomputed distance matrix \( D = (D_{ij}) \). The distances \( D_{ij} \) between any two sequences \( s_i \) and \( s_j \) can for example be the proportion of identical characters in an alignment of \( s_i \) and \( s_j \).
2.3. Analyzing genomic sequences

In the following, the *neighbor-joining* algorithm will be explained more thoroughly. For a tree $T$ reconstructed from a distance matrix $D$, let $n_i$ be the leaf in $T$ that corresponds to sequence $s_i$. Then, $T$ is correct with respect to $D$ if for any two leaves $n_i$ and $n_j$, the sum of branch lengths on the path from $n_i$ to $n_j$ equals $D_{ij}$. Furthermore, two nodes $n_i$ and $n_j$ are called *neighboring* nodes if the path between them has only one node.

If a matrix $D$ is an *exact reflection* of a tree, i.e. a tree $T$ exists that is correct in respect to $D$, then $T$ is guaranteed to be reconstructed by the neighbor-joining algorithm (Studier and Keppler, 1988). Neighbor-joining neither presumes that sequences evolve at the same rate, nor makes any assumption about the rooting of a tree.

In essence, neighbor-joining iteratively joins nodes into larger and larger trees. Nodes that still need to be joined are stored in a list $L$ of *active* nodes. Nodes that have been joined are marked as *inactive*. Initially, for each sequence $s_i$ an active node $n_i$ is added to $L$ and the distance $d'_{ij}$ between any two active nodes $n_i$ and $n_j$ is set to $d'_{ij} = D_{ij}$. In each successive step, the two active nodes that will be joined are determined according to the internal distance measure

$$d''_{ij} = d'_{ij} - (r_i + r_j),$$

where $r_i$ is the average distance of node $n_i$ to all other active nodes

$$r_i = \frac{1}{N-2} \sum_{n_q \in L} d''_{iq}$$

and $N$ is the total number of active nodes. One key concept of the neighbor-joining algorithm is that if $D$ is the exact reflection of a tree $T$, then the two active nodes $n_i$ and $n_j$ with minimal distance $d''_{ij}$ are neighboring nodes in $T$. Accordingly, the algorithm selects the active nodes $n_i$ and $n_j$ with minimal $d''_{ij}$ and joins them to a new node $n_k$. The new node $n_k$ is added to the list of active nodes $L$, the two selected nodes are removed from $L$. The distance $d'_{kq}$ between $n_k$ and each remaining active node $n_q$ is set to

$$d'_{kq} = \frac{1}{2} (d'_{iq} + d'_{jq} - d'_{ij}).$$

This procedure is continued until only two active nodes are left, which are then joined by adding a branch between them.

### 2.3.4 Taxonomic classification of environmental DNA fragments

Inferring the source organisms (taxonomic origins) of environmental genomic fragments is one of the major questions in metagenomics and a challenging multiclass classification problem in bioinformatics. Since the pioneering work of Carl Woese and colleagues (Woese and Fox, 1977; Woese, 1987), 16sRNAs and 18sRNAs are commonly used to determine evolutionary relationships between organisms. Analogously, one type of strategy
uses 16sRNA, 18sRNA, or other slowly evolving marker genes as ‘phylogenetic anchors’ to predict the taxonomic origins of environmental genomic fragments (Tringe and Rubin, 2005). While these methods frequently yield a high accuracy, only the fraction of fragments harboring such a marker gene can be taxonomically characterized. To overcome this limitation, novel methods have recently been devised that analyze the frequencies of short oligonucleotides or motifs to taxonomically classify genomic sequences (Feeling et al., 2004; McHardy et al., 2007). To the author’s knowledge, however, none of these methods foster the classification of sequences shorter than 1000 bp and hence cannot be directly applied to metagenomes obtained by pyrosequencing. On the other hand, simply classifying fragments based on a best BLAST hit will only yield reliable results if close relatives are available for comparison (Koski and Golding, 2001).

2.4 Support Vector Machine learning technique

Support Vector Machines (SVMs) are a well studied and high performance supervised classification technique for two class (binary) classification problems (Boser et al., 1992; Vapnik, 1995). In the past years, SVMs have increasingly drawn attention in bioinformatics (Noble, 2004), e.g. for the detection of protein family members (Jaakkola et al., 2000; Leslie et al., 2002; Hou et al., 2003), RNA and DNA binding proteins (Cai and Lin, 2003), and for the functional classification of gene expression data for cancer detection (Furey et al., 2000; Ramaswamy et al., 2001). In the following, the key features of SVMs are introduced. First, the maximum margin hyperplane that optimally separates the items of two classes, second, the soft margin hyperplane that allows misclassification of outliers to increase the generalization ability, and third, kernel functions that enable to learn a separating hyperplane in a higher-dimensional feature space in order to achieve a non-linear classifier in the original input space.
Let \( v_j (1 \leq j \leq m) \) be a set of training vectors with known class labels \( y_j \in \{+1, -1\} \). Further, let \( \mathcal{H} \) be a vector space with dot product \( <x, x'> \), which in the context of SVMs is called feature space. Then, a hyperplane in \( \mathcal{H} \) is given by a vector \( w \in \mathcal{H} \) and a scalar \( b \in \mathbb{R}^N \) and is defined as

\[
\{ x \in \mathcal{H} | <w, x> + b = 0 \}
\]

(Schölkopf and Smola, 2002). During training, SVMs explicitly learn a hyperplane \((w, b)\), called separating hyperplane, which separates the vectors from the two training sets. The vector \( w \) that is learned by a SVM can be represented as a linear combination of weighted training vectors

\[
w = \sum_{j=1}^{m} \alpha_j y_j v_j,
\]

where \( \alpha_j \) are weights that are assigned to each \( v_j \) during training (Schölkopf and Smola, 2002).

For a classification problem with linear separable classes, many separating hyperplanes exist. If we define the margin of a hyperplane as its minimal distance to any of the training vectors, then one key concept of SVMs is that the maximum margin hyperplane is learned. Selection of this ‘optimal’ separating hyperplane results in an improved accuracy for the classification of vectors with unknown class affiliations. With a learned hyperplane \((w, b)\), a query vector \( v \) can be classified based on the decision value

\[
d(v) = \sum_{j=1}^{m} \alpha_j y_j <v, v_j> + b
\]

(Schölkopf and Smola, 2002). Given a learned hyperplane, a new vector \( v \) is commonly classified depending on the side of the hyperplane where it is located, i.e. whether \( d(v) \) is larger than or smaller than 0.

To avoid overfitting, classifiers with a soft margin can be learned, which allow the misclassification of outliers during training. This is accomplished by bounding the weights \( \alpha_j \) that are learned during training by a finite value \( C \). As a consequence, the SVM parameter \( C \) influences the generalization ability of the learned classifier. If \( C \) is set to a small value, outlying training vectors are misclassified (Schölkopf and Smola, 2002) and herewith the margin of the hyperplane in respect to the remaining training vectors increased. This approach can for example be used to reduce overfitting in the case of small training sets. If \( C \) has a finite value, the resulting classifier is called a soft margin SVM (Schölkopf and Smola, 2002).
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Figure 2.3: Class boundaries learned by a Support Vector Machine with different kernel functions. Circles and crosses represent instances of a toy example training set. Colored regions indicate the two classes learned by three example SVM applications. A) A linear decision function learned with a linear kernel \( k(v, v_j) = \langle v, v_j \rangle \). B) A polynomial kernel \( k(v, v_j) = (\langle v, v_j \rangle + r)^d \) allows realization of a polynomial separating surface. C) With a Gaussian kernel \( k(v, v_j) = \exp\{-\gamma |v - v_j|^2\} \) the SVM can learn disjoint decision functions that surround a multitude of ‘islands’ of items from the same class (Hastie et al., 2002).

For classification problems with classes that are not linearly separable in the original input space, a transformation into a suitable higher dimensional feature space may allow linear separation. This transformation can be performed implicitly if the dot product \( \langle v, v_j \rangle \) in Equation 2.1 is replaced by a kernel function \( k(v, v_j) \). Kernel functions are distance measures that can be regarded as very time-effectively calculating the dot product in a higher dimensional feature space without explicit projection into that space (Schölkopf and Smola, 2002). By use of nonlinear kernel functions, complex and nonlinear decision functions can be learned by the SVM. The widely used Gaussian kernel \( k(v, v_j) = \exp\{-\gamma |v - v_j|^2\} \) (Hastie et al., 2002) allows a SVM to clearly separate vectors from two classes even if they are clustered in multiple disjoint subregions in the input space (Figure 2.3). The Gaussian kernel parameter \( \gamma \) influences the local behavior of the learned decision boundary. Setting a value for \( \gamma \) is a tradeoff between a well-fitted or more generalized decision boundary. A large value for \( \gamma \) results in irregular and noisy decision boundaries that are well fit to a training data set with more disjoint clusters. Small values for \( \gamma \), on the other hand, result in smooth and stable boundaries that avoid overfitting and are more robust (Hastie et al., 2002).

2.5 Measures of accuracy

In the presented thesis, classification techniques are employed for predicting protein encoding genes as well as for inferring the taxonomic origins of environmental genomic fragments. While the first task can be regarded as a binary classification problem (Section 2.3.2), the second has multiple classes (Section 2.3.4). For binary classification problems, the accuracy of a classifier can be measured by the sensitivity, specificity, false positive rate, and false negative rate (Baldi and Brunak, 2001; Baldi et al., 2000). In this study, these measures are adapted to multiclass problems. Assume a classification problem with two or more classes – in the context of this work CDSs and nORFs or several taxonomic categories – and a test set of items with known class labels. Then, the accuracy of a classifier can be measured by comparing the predicted with the known class label of each item from the test set.
2.6 Measuring the biodiversity of microbial communities

For simplicity, let the \( i \)-th class be denoted as class \( i \). Further, let \( P_i \) be the total number of items from class \( i \); \( TP_i \) the number of items that is correctly assigned to class \( i \); \( FP_i \) the number of items that is erroneously assigned to class \( i \); \( TN_j \) the number of items from any class \( j \neq i \) that is not assigned to class \( i \); and \( FN_i \) the number of items from class \( i \) that is misclassified into some class \( j \neq i \). Further, let \( U_j \) be the number of items from class \( i \) that cannot be assigned to any class. Note that \( P_i = TP_i + FN_i + U_i \).

Then, the sensitivity measures the proportion of items that is correctly classified. For a class \( i \), it is defined as \( Sn_i = \frac{TP_i}{P_i} \). The specificity measures the reliability of classifications and is defined as \( Sp_i = \frac{TP_i}{TP_i + FN_i} \). The false negative rate is defined as \( FNrate_i = \frac{FN_i}{P_i} \). It measures the proportion of items from class \( i \) that is falsely assigned to any class \( j \neq i \). The unknown rate measures the proportion of items that cannot be classified and is defined as \( Urate_i = \frac{U_i}{P_i} \). The false positive rate is the proportion of items from any class \( j \neq i \) that is falsely assigned to class \( i \). It is defined as \( FPrate = \frac{FP_i}{TP_i + FN_i} \).

In this work, the accuracy of different gene prediction programs was measured only for the CDS class. In the context of gene finding, the sensitivity, specificity, and false positive rate therefore always refer to these measures for the CDS class. Furthermore, as ORFs are always classified as either CDS or nORF, both \( U_i \) and \( Urate \) equal 0. The correlation coefficient was used to characterize the overall accuracy of different gene finding programs. It is defined as

\[
\text{cor} = \frac{N \ast Sn_{CDS} \ast Sp_{CDS} - TP_{CDS}}{\sqrt{(N \ast Sn_{CDS} - TP_{CDS}) \ast (N \ast Sp_{CDS} - TP_{CDS})}},
\]

where \( N = TP_{CDS} + FP_{CDS} + TN_{CDS} + FN_{CDS} \). It describes the agreement of assigned class labels and known class labels with a single value in the range of [-1,1].

### 2.6 Measuring the biodiversity of microbial communities

Several descriptors are used to characterize the biodiversity of complex communities. These descriptors not only condense and summarize the wealth of information about the number and relative abundance of species, but further provide quantitative measures that can be used to compare communities.

Two important community attributes are richness and evenness. While the richness is simply the total number of species present, the evenness measures the relative commonness and rarity of organisms (Morin, 1999). In metagenomics, measuring the species richness is problematic if the sample size was not sufficient enough to cover the complete range of species present. The overall diversity of an environmental sample, including both richness and evenness, can be characterized with Shannon’s diversity index (Shannon and Weaver, 1963).
In the context of this work, for a taxonomic rank \( r \) out of phylum, class, order, and genus, Shannon’s diversity index is defined as

\[
H' = - \sum_{i=1}^{K} p_i \ln p_i,
\]

where \( p_i \) is the fraction of genomic fragments from a metagenome to which the \( i \)-th taxon of rank \( r \) was assigned and \( K \) is the number of taxa at rank \( r \). The \textit{species evenness} can then be defined as

\[
J = \frac{H'}{\ln(H_{max})},
\]

where \( H_{max} \) is the total number of taxa found at rank \( r \). Note, that the diversity and evenness are usually measured at the rank of species. Nonetheless, in this study, diversity and evenness are measured at the rank of phylum, class, order, and genus, as quantitative species information is frequently not available for metagenomic data sets.
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Contributions

This chapter offers a synopsis of the contributions made by the author in the analysis of whole genomes and metagenomes within the presented thesis. For this purpose, a selection of six scientific articles is included, four published papers (Paper I-IV) and two submitted manuscripts (Paper V and VI):


This chapter consist of two sections, the first (3.1) deals with contributions made in improving the knowledge of the gene content of prokaryotic genomes and the second (3.2) considers novel methods for analyzing and characterizing metagenomic data sets. In each section, a summary of the corresponding publications is provided together with relevant complementary information about the developed algorithms as well as information about their applications in whole-genome and metagenome projects. Please note that in the scope of this chapter ‘gene’ always refers to protein encoding genes.

3.1 Improving annotation of prokaryotic genomes

Genome annotation is an issue of crucial importance, approximately 1000 microbial genome projects are currently in progress (according to http://www.genomesonline.org/, as of May, 2007). In addition, various genome re-annotation efforts are undertaken to improve knowledge of the genes present therein and their cellular functions. For this gigantic amount of genomic data it is essential to rely on accurate methods for the automated identification and functional characterization of genes, allowing a reduction of the manual annotation effort while at the same time achieving a high quality.

In the following, contributions made by the author in improving the gene content knowledge of prokaryotic genomes are described. After the introduction of GISMO, a highly accurate gene finder for prokaryotic genomes, the genome project of Azoarcus sp. is presented, in which the author identified missing genes and participated in the functional genome annotation. Finally, the subsystems approach is delineated, a high-throughput annotation strategy.
3.1. Improving annotation of prokaryotic genomes


The open-source, prokaryotic gene finder GISMO, introduced in Paper I, combines searches for protein domain families with composition-based classification of ORFs using a Support Vector Machine. Initially, a similarity based search for conserved domain families is conducted using Pfam profile hidden Markov models (pHMMs). Subsequently, a Support Vector Machine is trained to learn the genome specific sequence composition of coding sequences (CDSs) and non-coding ORFs (nORFs). Each ORF is represented as a 64-dimensional vector of codon frequencies. For training, ORFs with significant Pfam hits are used as training set for the CDS class, ORFs located on a different frame within the ‘shadow’ of these (overlapping by 90bp or more) as the training set for the nORF class. During training, a hyperplane is learned in a higher dimensional feature space that optimally separates ORFs from the two classes. Finally, the Support Vector Machine is used to classify all ORFs of a genome into coding and non-coding based on their sequence composition.

Using GISMO, almost the complete gene content of bacterial and archaeal genomes can be elucidated with high reliability. In a performance evaluation on 165 genomic sequences, the algorithm identified on average 94.3\% of the known genes and 94.3\% of the predictions corresponded to a known gene. GISMO even detected 98.9\% from the subset of the more reliable genes associated with a functional description in the annotations. A high accuracy was also achieved for short genes (Paper I, Table 3), horizontally transferred genes (Paper I, Table 4), and short DNA sequences such as plasmids (Paper I, Table 5). A large scale comparative analysis of the additionally GISMO predictions for 165 genomes showed that probably a significantly high number of genes are currently missing in the public genome annotations (e.g. Paper I, Figure 2 and Figure 5).

Related work

Within the presented thesis, GISMO has been applied in more than 20 international genome projects, for both de-novo annotation of genomes as well as in re-annotation projects to refine the gene content of organisms. Furthermore, GISMO has been extensively used in the international effort to ‘Annotate a Thousand Genomes’, as well as in a collaboration with Jürgen Hausmann, Bavarian Nordic GmbH, for identifying the gene content of the chorioallantois vaccinia virus Ankara. The results for the latter study are part of the submitted manuscript:

3.1.2 Complete genome of the mutualistic, N2-fixing grass endophyte Azoarcus sp. strain BH72


In the genome annotation of the kallar grass symbiont Azoarcus sp. strain BH72, the author contributed by means of both, using Gismo to search for genes that were missing in the annotation, as well as in the functional characterization of its gene content. Azoarcus sp. is an important model organism for studying mechanisms of host-symbiont interactions, as it supplies its host with nitrogen without eliciting disease symptoms. Comparative analyses with close relatives not associated with plants revealed genes that may be beneficial for the symbiotic lifestyle. In particular, the Azoarcus sp. comparative study elucidated genes that may play an important role for interacting with the host as well as a lack of genes associated with plant pathogens, such as genes encoding toxins or enzymes degrading plant cell walls. These findings may aid in developing agrobiotechnological applications of nitrogen supplying bacteria.

3.1.3 The subsystems approach to genome annotation and its use in the Project to Annotate 1000 Genomes.


In cooperation with Ross Overbeek, Fellowship for the Interpretation of Genomes, Gismo has been extensively applied in the international project to ‘Annotate a Thousand Genomes’ – aiming at creating high-quality annotations for all thousand genomes that will be available within the coming months. For the functional annotation of genes, the central principle of this effort is to define so called subsystems, sets of genes that together implement a specific biological process or structural complex, and the consecutive annotation of single subsystem over the entire collection of publicly available genomes by experts.

Compared to the traditional strategy where a genome is annotated ‘gene-by-gene’, the subsystems approach has several key advantages: a) genes that make up a subsystem are annotated by an expert on that subsystem, b) it is more effective to annotate gene families in the context of related genes families than to annotate each gene in isolation (Osterman and Overbeek, 2003), and c) genes missing in the current annotations are easily identified. The collection of annotated subsystems is made available to the research community via a clearinghouse. Altogether, subsystems provide manually curated annotations of high quality and a central resource for studying the gene content and metabolic capacities of organisms. An essential prerequisite for obtaining high-quality annotations is an accurate gene prediction, which in the context of this project has been accomplished using Gismo in combination with GLIMMER, CRITICA, SearchforRNAs (N. Larsen, unpublished), and tRNAscan-SE (Lowe and Eddy, 1997).

3.2 Novel methods for characterizing microbial metagenomes.

Metagenomics lends striking insights into the species composition and metabolic activities of natural microbial communities. But, while the gene content of whole genomes can nearly completely be revealed in an automated manner and the majority of identified genes are routinely functionally characterized based on sequence similarity, the computational analysis of metagenomes is still in its infancy. The analysis of mixtures of short DNA fragments of unknown origin and with divergent sequence properties, combined with a low sequence quality is loaded with difficulties, thus making the application of many existing tools ineffective.

This section summarizes contributions in characterizing environmental metagenomes. In Paper IV a novel algorithm is presented for predicting genes in short environmental contigs of low sequence quality. Furthermore, in a cooperation with Robert Edwards and Forest Rohwer, San Diego State University (SDSU), CA, methods were developed for directly identifying gene fragments in the un-assembled reads of a metagenome, followed by their categorization into functional and taxonomic groups. The developed strategy as well as precomputed results for several samples were made available to the scientific community as part of Paper V. The taxonomic classification of short gene fragments was further improved, as described in Paper VI.
3.2.1 Finding novel genes in bacterial communities isolated from the environment.


Environmental contigs are a valuable resource for finding novel (habitat-specific) genes that are missed by cultivation-dependent methods. Nevertheless, currently in the majority of metagenome projects BLAST searches against a databases of known proteins are conducted to identify genes. This strategy completely fails to detect genes in the absence of a sufficient similarity to any of the sequences stored in the database used for comparison.

On the other hand, most of the existing intrinsic methods are ineffective when directly applied to metagenomes. For example, Gismo can inherently predict genes in short genomic sequences and accurately discriminate between non-coding and coding sequences with divergent compositional properties, as stated above. Nonetheless, also the SVM-based prediction of genes has been impractical for contigs shorter than 10,000 bp, because they do not provide a sufficient training set. Additionally, the prediction accuracy is strongly affected by a low sequence quality, because Gismo, as almost all existing prokaryotic gene finders, fails to identify genes with frame-shifts or in-frame stop codons.

In Paper IV, a novel gene finding algorithm is presented which incorporates features that help to overcome the following problems: a) the short length, b) contained in-frame stop codons, and c) frame-shifts of assembled contigs from environmental samples. For the identification of genes with none or only weak sequence similarity to those present in the public sequence databases, the central principle of the algorithm is to search for conserved regions within a metagenome.

Initially, the algorithm searches for conserved regions based on a BLAST search of each contig of a metagenome against the entire metagenome itself. Next, in order to discriminate between conserved coding sequences and conserved non-coding regions and to additionally identify gene boundaries, different sequence features are taken into account: a) the synonymous substitution rate for each aligned nucleotide of a contig, b) the positions of stop codons in the contig, c) the position of stop codons in matching sequences, and d) the end of BLAST hits. These features are used to score the potential of each aligned nucleotide of a contig to be coding in each of the six reading frames (Paper IV, Figure 1). Based on these scores, a dynamic programming algorithm is employed to find the best partitioning of a contig into coding and non-coding regions (Paper IV, Figure 2).

A performance evaluation on a synthetic metagenome showed that by searching for sequence similarities within a metagenome, the algorithm is capable of detecting a high fraction of its gene content, depending on the species composition and the overall size of the original sample (Paper IV, Table 2). On the whole, the implemented strategy is very robust against the most common problems encountered when predicting genes in environmental contigs and more importantly, it will identify genes regardless of whether these have a known homolog or not.

3.2.2 Releasing metagenomics data


Nowadays, sequencing of environmental samples is becoming a routine process, allowing individual laboratories to produce giga-basepair data sets. The main bottleneck in studying metagenomes is their computational analysis because of several reasons, including a lack of computing resources, software that can handle metagenomic data sets, or simply expertise. Paper V describes the SDSU Center for Universal Microbial Sequencing (SCUMS) Web site, which delineates strategies for analyzing metagenomes and contains different software tools for their characterization. Moreover, it makes more than 100 environmental sequence data sets available to the research community, complemented by precomputed results. The available data sets were mainly obtained using pyrosequencing, accompanied by several metagenomes obtained by the Sanger technique. This is the largest released collection of environmental sequences isolated from different environments, allowing researchers to readily and easily study metagenomes from disparate habitats.

CARMA – a pipeline for characterizing short-read metagenomes

When applied to environmental samples, the 454 pyrosequencing technique enables sequencing of large libraries at a low cost, but the short length of the reads obtained poses a crucial challenge for their consecutive computational analysis. For example, the assembly of reads into contigs becomes extremely difficult and standard analysis steps – such as BLAST searches against databases of known proteins – yield only unreliable results. As part of the presented thesis, the pipeline CARMA was developed, for analyzing short-read metagenomes obtained by 454 pyrosequencing, without a prior assembly step (Figure 3.1). Following an initial gene finding phase, the genetic diversity and taxonomic composition of the underlying microbial communities are characterized. The developed strategy as well as precomputed results for several environmental samples are part of the SCUMS Web site.
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The development and evaluation of GISMO showed that profile hidden Markov models are very accurate means for detecting short coding sequences. Thus, in an initial step, CARMA employs pHMMs from the Pfam database to identify gene fragments, called environmental gene tags (EGTs, see Section 2.2 on page 6), in the unassembled reads of a metagenome. In detail, all reads of a sample are translated into each of the six reading frames. Next, reads are locally aligned to each Pfam family using its local pHMMs. Regions with a hit of E-value < 0.01 are predicted as EGT. Herewith, the described method complements GISMO and the gene finding algorithm developed for environmental contigs. While GISMO accurately identifies genes in prokaryotic genomes, the latter enables gene identification in environmental contigs. On the other hand, CARMA provides the opportunity to search for gene fragments in environmental sequences with length as short as 100 bp.

For characterizing the genetic diversity of the underlying community, EGTs are categorized into functional genetic groups according to the Gene Ontology (GO), which provides a controlled vocabulary to describe the molecular function of proteins (Ashburner et al., 2000). For each EGT, GO-terms are obtained from its matching Pfam family description. By comparing the GO-term profiles of different samples, gene functions that are important for survival in a habitat or adaptation to a niche are identified. On the one hand, GO-term profiles are visualized in a heat map (Figure 3.2), enabling researchers to rapidly browse and compare the potential metabolic and cellular activities of different communities. Moreover, for a given set of metagenomes, significantly overrepresented GO-terms in each of them are identified in a pair-wise comparison of the GO-term profiles of all metagenomes versus all metagenomes. To decide if a GO-term is significantly overrepresented, a G-test is employed with the null hypothesis \( H_0 \): There is no difference in the abundance of identified EGTs between the two samples to which the GO term was assigned. For details on the G-test refer to Fowler et al. (1998).

To characterize the taxonomic composition of the underlying communities, the potential source organism of each EGT \( g \) is inferred as follows: First, it is compared (aligned) to each member of its matching Pfam family. Next, the longest common prefix of the taxa of all members having a sequence identity of at least 95% \( I_{\text{max}}(g) \) is assigned to \( g \), where the sequence identity is the fraction of identical amino acids in an aligned region and \( I_{\text{max}}(g) \) is the maximal sequence identity obtained in the aforementioned comparison. As an example, ‘Bacteria Cyanobacteria’ is the longest common prefix of the two taxa

- ‘Bacteria Cyanobacteria Prochlorales Prochlorococcus’
- ‘Bacteria Cyanobacteria Chroococcales Synechococcus’

With this approach, for each metagenome a taxonomic profile is obtained, reflecting the taxonomic composition of the underlying microbial community (Figure 3.1). Trends in the composition of different communities can be unveiled in a comparative analysis of their profiles.

Figure 3.1: Overview of CARMA, a pipeline for characterizing short-read metagenomes. Initially, gene fragments (environmental gene tags, EGTs) are identified using Pfam profile hidden Markov models. Subsequently, a taxonomic origin and a GO-term is assigned to each identified EGT, yielding a community-specific genetic and taxonomic profile. The number of EGTs to which each taxonomic category and GO-term was assigned is depicted in parenthesis.

Related work

The potential of CARMA to provide deep insights into the genetic diversity and taxonomic composition of environmental samples has already been demonstrated in several practical applications. For example, it has been applied to unveil habitat-specific metabolic and taxonomic traits in four coral reef microbial communities, in a collaboration with Elisabeth Dinsdale, Robert Edwards, and Forest Rohwer (San Diego State University, CA). The results indicated that human disturbance has a dramatic impact on the coral reef microbiome (Dinsdale et al., submitted). Furthermore, CARMA has been used for studying the diversity of coral reef viral assemblages, in a cooperation with Stuart Sandin (Center for Marine Biodiversity and Conservation Scripps Institution of Oceanography, San Diego, CA), and for characterizing a plasmid sample isolated from a wastewater treatment plant, in collaboration with Andreas Schlüter (Bielefeld University, Germany). In the latter study, the genetic characterization revealed a high proportion of protein families involved in plasmid replication, mobilization, and plasmid stability. Furthermore, fragments of genes promoting virulence and resistance were elucidated. Altogether, the derived results indicated that plasmids residing in the bacterial community of wastewater treatment plants harbor a high genetic diversity.
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Figure 3.2: GO-term profiles of four microbial metagenomes isolated from Kingman, Palmyra, Tabuaeran, and Kirimiti coral reefs. The colors illustrate the abundance of each GO-term in each metagenome.

The results for the coral reefs microbial samples and for the coral reefs viral samples are part of two submitted manuscripts:


3.2.3 Taxonomic classification of short environmental DNA fragments


The taxonomic composition of short-read metagenomes can be characterized by inferring the taxonomic origins of gene fragments (environmental gene tags, EGTs), as illustrated in the previous subsection. While CARMA roughly estimates the source organisms of EGTs using a simple decision rule, Paper VI presents a novel algorithm for the taxonomic classification of EGTs based on a phylogenetic analysis.

In the first phase, EGTs are identified in the unassembled reads of a metagenome using Pfam profile hidden Markov models (pHMMs), analogous to the gene prediction strategy used in CARMA. In the second phase, a phylogenetic tree is reconstructed for each matching Pfam family using the neighbor-joining method. Taxonomic origins are assigned to EGTs based on their location in the respective family tree.

The algorithm accurately classifies EGTs as short as 33 amino acids (≈ 100 bp) up to the rank of genus (Paper VI, Figure 2 and Figure 3). For EGTs from taxa that are well represented in Pfam (archaea, bacteria, eukaryota, and viruses, 20 phyla, 27 classes, 59 orders, 69 genera) between 97% (superkingdom) and 68% (genus) of the predicted taxa are correct. The sensitivity on the other hand ranges from 90% for superkingdom to 40% for the rank of genus. Also for poorly represented taxa, reliable predictions are obtained, with a specificity ranging from 84% for superkingdom to 65% for genus.

Within Paper VI, the algorithm was applied in a comparative study of three metagenomes obtained by 454 pyrosequencing. Despite the short length of the genomic sequence fragments, the analysis clearly revealed substantial differences in the taxonomic composition, species diversity, and species evenness of microbial communities sampled from different aquatic environments (Paper VI, Table 2 and Figure 7).
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Conclusions

Fueled by advances in sequencing techniques, sequence analysis is still an important field of research in computational biology. In this thesis, strategies were devised for predicting genes in whole genomes and environmental genomic contigs. These approaches are complemented by methods for identifying gene fragments in metagenomes obtained by ultra-fast 454 pyrosequencing, despite that this technique produces only short sequence reads with an averaging length of 100 bp. Identified gene fragments are subsequently categorized into taxonomic and functional groups in order to appraise the species composition and metabolic capacities of the underlying communities. Software developed in the presented thesis has been applied in various genome and metagenome projects, contributed in studying microbes with relevance to human health, agriculture, environmental pollution, coral health, biotechnological applications, and many other areas of microbiology.

Support Vector Machines (SVMs) in combination with Pfam profile hidden Markov models give the capacity to unveil almost the complete gene content of prokaryotic genomes in a fully automated manner. In particular, SVMs are well suited and easy to handle for the task of gene identification in prokaryotic genomes. They can learn to optimally discriminate protein encoding genes (CDSs) from non-coding ORFs (nORFs) – combined with a Gaussian kernel even if CDSs and nORFs are distributed over multiple disjoint clusters in the input space. This property is convenient for gene prediction. The sequence composition of coding sequences is influenced by various factors affecting different genomes to different extents, and for each case the optimally separating boundaries can be found anew. As SVMs further avoid over-fitting by learning a soft margin hyperplane, they are able to accurately predict genes for short genomic sequence, which yield only small training sets to learn their specific sequence composition. Profile hidden
Markov models on the other hand are highly accurate in detecting conserved coding sequences based on sequence similarities to Pfam protein families. Since the majority of Pfam families models protein domains and not whole proteins, this approach enables detection of genes with protein domains occurring in different order than in known proteins.

A high fraction of genes in metagenomic contigs can be elucidated in an automated manner, based on a search for regions that are conserved within a metagenome. In this thesis, a gene finding algorithm is presented that integrates information on conserved regions and different sequence properties and finally identifies the optimal partition of a contig into genes and intergenic regions using dynamic programming. With this strategy, the main challenges encountered when predicting genes in metagenomes can be handled, including short contig length and low sequence quality. Thus, metagenomic contigs are a valuable resource for hunting novel genes missed by culture dependent methods as well as for in-depth studies of the gene content of natural microbial communities.

The ultra-fast pyrosequencing technique in combination with methods developed in this thesis gives the capacity to rapidly and cost-effectively assay natural microbial communities, without a bias that cloning or assembly procedures may possibly introduce. Despite that only short gene fragments are identified, these snippets can accurately be functionally and taxonomically characterized, yielding a community-specific genetic and taxonomic profile. Profiles of unassembled metagenomes can in turn be used for quantitative studies of the gene content and species composition of the underlying communities. Based on a comparative analysis, important traits in the metabolic activities, cellular processes, and taxonomic composition of each community are unveiled. Furthermore, gene functions can be elucidated that are important for survival in the environment where a metagenomic sample is taken or for adaption to a niche. Altogether, profiling approaches enable to answer two substantial questions in microbial ecology: First, which microbes live in a certain environment, and second, what are they doing by means of their metabolism and cellular processes.
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Future directions

As of to date, almost the complete gene content of prokaryotic genomes can be automatically revealed and efforts like the subsystems approach promise to provide high-quality functional annotations. These methods will pave the way for high-throughput comparative analysis of microbial genomes. While during the last decade genome projects mainly aimed at annotating single genomes, driven by recent advances in sequencing technologies, at present many projects are initiated to sequence and study various strains of the same or closely related species. These approaches enable to identify genotype-phenotype associations, for example genes and mutations promoting pathogenesis or encoding toxins. However, new demands arise for computational biology, such as comparative genomics methods to trace a certain phenotype back to variations in the genomic sequence. One impressive application of these approaches was a study of 169 avian influenza isolates, carried out by Obenauer and colleagues (Obenauer et al., 2006). Genomic variations likely to promote virulence could be revealed, that are promising targets for novel antiviral therapies.

In the emerging field of metagenomics, preliminary important steps have been accomplished in studying the ecology of free-living microbes, but still much work remains to be done. Estimates on 16sRNAs suggest that only 1% of microbes can be cultivated with conventional methods (Hugenholtz, 2002). In this regard, we would ideally like to reconstruct complete genomes from metagenomic data sets. But at present, the main limiting factor for this task is simply the cost of obtaining a sufficient sequence coverage of organisms present in an environment. Additionally, the assembly of reads from a mixture of species with unbalanced abundances and inter-species genetic heterogeneity is a challenging venture. In the near future, both limitations may be circumvented by single molecule sequencing techniques, which promise to sequence long stretches of genomic DNA at once, without a prior fragmentation step (Dear, 2003; Chan, 2005).
Despite the impressive progress in microbiology during the past decades, metagenomic studies continuously reveal how little is known about the composition, diversity, interactions, and dynamics of natural microbial communities. So far, mainly static snapshots of the composition and potential metabolism of the microbiota of a few selected environments were obtained. In order to explore the entire microbial diversity, at present several large scale projects are in the process of being initiated to sequence the microbiomes of various disparate environments (Pennis, 2007). Particularly the study of the human microbiota, which is estimated to contain several orders of magnitude more genes than the human genome, could reveal how microorganisms contribute to our health and disease. For example, using metagenomic approaches, Gill et al. (2006) could gain insights into the crucial role of the distal gut microbiome in human biology, which once more makes clear that humans are a ‘superorganism whose metabolism represents an amalgamation of microbial and human attributes’.

In this thesis, it has been demonstrated that profiling methods can provide deep insights into the species composition and genetic diversity of microbial communities. To identify genes that are important to survival in a certain environmental condition and to further identify phenotype-genotype associations, databases are required to store attributes of the environment from which metagenomes are taken. These attributes should for example include location, temperature, and chemical properties. At present, attempts are being made by the Genomic Standards Consortium to define standardizations to represent this type of ‘metadata’ (Field et al., 2005, 2006). Furthermore, biomarkers need to be determined that allow to rapidly detect certain groups of organisms or gene functions of interest, including pathogens or genes transmitting resistance. This could for example aid in applications such as food quality control, diagnosing the ‘health state’ of environments, or protecting against bioterrorism.

If our goal is to completely understand the interactions, dynamics, response to environmental changes, and biochemical and physiological processes of microbial communities, we need to launch more in depth studies of their metagenomes, and monitor changes in communities over time. Additionally, metagenomic studies should be complemented by exploring the community gene transcription (Gentry et al., 2006; Gao et al., 2007) and proteome (Ram et al., 2005) and by scrutinizing epigenetic modifications associated with certain environmental conditions. In the long term, our goal is to model the biochemical processes and dynamics of entire microbial ecosystems, allowing to make predictions about the effects of perturbations of environmental conditions, including pollution, drug treatment, the release of transgenic organisms, or climate change.
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ABSTRACT

We present the novel prokaryotic gene finder GISMO, which combines searches for protein family domains with composition-based classification based on a support vector machine. GISMO is highly accurate; exhibiting high sensitivity and specificity in gene identification. We found that it performs well for complete prokaryotic chromosomes, irrespective of their GC content, and also for plasmids as short as 10 kb, short genes and for genes with atypical sequence composition. Using GISMO, we found several thousand new predictions for the published genomes that are supported by extrinsic evidence, which strongly suggest that these are very likely biologically active genes. The source code for GISMO is freely available under the GPL license.

INTRODUCTION

Since the mid-1990s, automated gene finders for prokaryotic genome sequences have become available that allow the unsupervised discovery of genes from raw genomic sequence (1–9). This accomplishment, accompanied by impressive values of accuracy, has made prokaryotic gene prediction one of the showcases of computational biology. Subsequent developments have focused mostly on the introduction of novel techniques to more accurately capture sequence composition (4), modeling of the gene structure (7,10) and development of models that allow the unsupervised discovery of multiple gene classes (8,11).

Because of the high accuracy initially reported for most programs, some might consider prokaryotic gene prediction solved, but from the point of a practitioner, this is not quite the case yet. For some programs the predictive accuracy is uncertain, as they have not been re-evaluated since the original evaluation on a handful of genomes. The recent development of techniques that improve predictions by combining the output of multiple programs (6,12,13) shows that accuracy can be increased. Another issue is that some programs are only accessible via a web interface, which for genome projects—due to the confidentiality of the data—is frequently not an option.

Here we describe our novel gene finder GISMO (Gene Identification using a Support Vector Machine for ORF classification), which is freely available under the GPL license. GISMO has high classification accuracy; it is very sensitive, meaning that it identifies most known genes, and specific, i.e. it produces reliable predictions. Our program combines a hidden Markov model (HMM)-based search for protein domains with a support vector machine (SVM) to identify coding regions based on sequence composition. An advantage of the HMM-based search for protein domains compared with pair-wise sequence searches is the higher accuracy in discriminating between signal and noise for protein family members (14). Also, genes with new orderings of known protein domains can be detected easily. An SVM classifier is constructed for composition-based identification of protein-encoding genes. The SVM is a machine learning technique with a strong theoretical foundation (15,16) that has been used to improve classification accuracy in biological applications such as the detection of protein family members (17–19), RNA and DNA binding proteins (20), and the functional classification of gene expression data (21). The SVM is a maximum margin classifier that can solve non-linear classification problems by learning an optimally separating hyperplane in a higher-dimensional feature space. By use of non-linear kernel functions such as a Gaussian kernel, complex and non-linear decision functions can be learned by the SVM. Even if items of one class are clustered in multiple separate sub-regions in the input space they can be clearly separated from the other class (Figure 1). The learnt hyperplane allows accurate discrimination between classes that cannot be separated linearly in the input space, as may be the case when phenomena such as horizontal
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gene transfer, translational selection and leading/lagging strand biases influence the sequence composition of genes (22–24).

GISMO was evaluated with 165 prokaryotic chromosomes and 223 plasmid sequences. For the chromosomal sequences, GISMO identified 94.3% of the genes (98.9% for genes with annotated function), and 94.3% of its predictions corresponded to annotated genes. Several thousand of the new predictions for the published genomes are supported by extrinsic evidence, suggesting that these very probably are biologically active genes that are missing in the annotations. We also address some of the most challenging problems for prokaryotic gene finders, including the correct identification of short genes (7,25) and of genes with atypical sequence composition and the prediction of genes when only little sequence material is available, as in the case of extrachromosomal repliscons. The composition-based SVM, which uses vectors of sequence composition in the (low-dimensional) space of codon usage, is well suited for these tasks and achieves the highest classification accuracy for all cases when compared with two other popular, freely available programs. GISMO predictions for the 165 genomic sequences are available for download in GFF at http://www.CeBiTec.Uni-Bielefeld.DE/groups/brtI/software/gismo.

MATERIALS AND METHODS

Datasets

The annotation and genomic sequence of 165 bacterial and archaeal chromosomes were downloaded from EMBL (26), and 223 plasmids longer than 10 kb were downloaded from NCBI (http://www.ncbi.nlm.nih.gov/). Annotated genes tagged as pseudogenes or not corresponding to an open reading frame (beginning with a start codon, ending with an in-frame stop codon, no internal stop codon) were excluded from the reference set of annotated genes. Sets of function-known genes were created based on the gene product description. All genes supported by evidence, such as an annotated function or gene product, noted sequence conservation, or experimental support, were included in these sets. Short genes were defined as genes with <300 bp of sequence. Putative horizontally transferred genes were obtained for 57 genomes from HGT-DB (27), all having >100 genes predicted horizontally transferred. The sequences used in this study as well as tables with evaluation details are available at http://www.CeBiTec.Uni-Bielefeld.DE/groups/brtI/software/gismo.

Gene-finding algorithm

GISMO proceeds in three phases: (i) an initial search for extrinsic support with HMM profiles of protein domains, (ii) the training and application of an SVM-based intrinsic classifier, and (iii) the merger of the different sources of evidence and prediction of optimal start sites.

In the first phase, the forward and reverse strand of the DNA sequence are translated in all three reading frames, and the translations are searched for protein domains contained in the Pfam-A database (28). Significant hits to the protein domain models (e-value <0.01) are mapped onto the open reading frames (ORFs) at the appropriate position in the genomic sequence. These ORFs constitute the initial set of domain-supported genes.

In the next phase, a composition-based SVM classifier is trained and applied for gene identification. All genes carrying a strongly supported domain motif (e-value <10−40) are used as training instances for the CDS (coding sequence) class, and ORFs located in the ‘shadow’ of these genes are used as the training items for the non-coding ORF (nORF) class. More specifically, shadow ORFs are used that are located on another frame with an overlap of ≥90 bp with a domain-supported gene. As input to the SVM classifier, all ORFs are represented as vectors of sequence composition features. We evaluated 10 feature types for their suitability as input: oligonucleotides of length 3–9, amino acids and di-amino acids, and a combination of codons and amino acids.

Vectors of sequence composition features are composed from different sequence features $F$. In the case of oligonucleotide features each $F$ is the list of all words of one chosen length $k$ over the alphabet of all nucleotides {a,c,g,t} (for $k = 3$: $F = \text{aaa, aac, . . . , ttt}$; for $k = 4$: $F = \text{aaaa, aacc, . . . , ttt}$). For the amino acid and di-amino acid feature type each $F$ is defined in an analogous way: Here, $F$ is the list of all amino acids and di-amino acids, respectively ($F = \text{Ala, Arg, . . . , Val}$ for the amino acid feature type; $F = \text{AlaAla, AlaArg, . . . , ValVal}$ for the di-amino acid feature type). Now, let $f_i$ be the feature at position $i$ in one $F$. To represent each ORF $x$ by a vector $\mathbf{v} = (v_1, \ldots, v_c)$ of sequence composition features, we evaluate the frequencies of all $f_i$ in $x$. 
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**Figure 1.** Class boundaries learned by the SVM with different kernel functions. Circles and crosses represent instances of a toy example training set. Colored regions indicate the two classes learned by three example SVM applications. (A) A linear decision function learned with a linear kernel. (B) A polynomial kernel allows realization of a polynomial separating surface. (C) With a Gaussian kernel the SVM can learn disjoint decision functions that surround a multitude of ‘islands’ of items from the same class (30).
For the oligonucleotide feature type, only ‘in-frame’ oligonucleotides, i.e. oligonucleotides beginning at positions 1,4,7,… of x, are considered to account for the 3-periodicity of the genetic code. \( v_j \) is the in-frame frequency of oligonucleotide \( f_i \) in x, divided by the normalization factor \( r \):

\[
v_j = \frac{\text{frequency of oligonucleotide } f_i \text{ at position } 1,4,7,\ldots \text{ of } x}{r}
\]

The normalization factor \( r \) for an ORF of length \( n \) is \( r = n/3 \) for \( k = 3 \), \( r = n/3 - 1 \) for \( k \in \{4,5,6\} \), and \( r = n/3 - 2 \) for \( k \in \{7,8,9\} \).

For the (di-) amino acid feature type, \( v_j \) are defined as:

\[
v_j = \frac{\text{frequency of (di-) amino acid } f_i \text{ in the translated sequence of } x}{r}
\]

where \( f_i \) is the (di-) amino acid at position \( i \) in \( F \), and the normalization factor \( r \) for an ORF of length \( n \) is \( r = n/3 \) for amino acids and \( r = n/3 - 1 \) for di-amino acids.

We found that 64-dimensional vectors of relative codon frequencies (i.e. in-frame oligonucleotide trimers) allow the most accurate discrimination between genes and nORFs and are particularly well suited for the identification of short genes and the training of accurate classifiers for plasmid sequences. The SVM classifier is trained with a Gaussian kernel function (30). Therefore, all CDS and nORFs from the training set are implicitly mapped from the input space of sequence composition to the feature space determined by the Gaussian kernel. In this feature space a hyperplane is learned by the SVM that optimally separates all training ORFs from the two classes. A suitable Gaussian kernel parameter \( \gamma \) and SVM parameter \( C \) (see the following section ‘support vector machine algorithm’) are determined in a grid search of the parameter space by fivefold cross-validation on the training set: The training set is partitioned into five subsamples. In five steps one sample is retained as the validation set, and an SVM is trained on all remaining samples. In each step the validation set is classified with the trained SVM, and the achieved classification accuracy is measured. The cross-validation process is repeated in a grid search for different values for the Gaussian kernel parameter \( \gamma \) and for the SVM parameter \( C \). Finally, values for \( \gamma \) and \( C \) that result in the best classification accuracy are chosen.

Subsequently, all ORFs longer than a specified minimum length (set by the user) are extracted from the genomic sequence and represented by a sequence composition vector. These sequence composition vectors are mapped to the feature space determined by the Gaussian kernel. A class is assigned to each vector depending on its relative location with respect to the learned separating hyperplane. Based on the distance to the learned hyperplane, an additional score, called the SVM-score, can be calculated and used to classify a novel item in one of the two classes (see the SVM algorithm below).

In the third phase, domain- and composition-supported CDSs are combined into one set. Gene starts are adjusted from the ‘longest possible coding sequence’ to alternative positions. All predictions supported by strong evidence for the existence of a protein domain (e-value <0.01) or characteristic CDS sequence composition (SVM-score >-0.1) are kept. CDS candidates supported by weaker evidence are removed if they overlap more than 50 bp with a reliable candidate.

**SVM algorithm**

The SVM (15,16) is a supervised learning algorithm with a strong theoretical foundation and high classification accuracy for many applications. SVMs can learn accurate classifiers for data sets that cannot be linearly separated in the input space (30). This is achieved by the choice of a suitable kernel function to transform the input data into another feature space where it is easier to compute an accurate classification (Figure 1). By learning the optimal separating hyperplane in this feature space, a non-linear classifier can be learned in the original input space. In the case of GisMO, each item of the training set (CDSs and nORFs) is represented by a vector \( v \) of its sequence composition features. Given a training set of \( m \) vectors \( v_j = (v_{j1}, \ldots, v_{jk}) \) \((1 \leq j \leq m)\) with known class labels \( y_j \), SVM in training learns a hyperplane \( (w, b) \) that optimally separates the items of the two classes. The vector \( w \) that is learned by an SVM is defined as

\[
w = \sum_{j=1}^{m} a_j y_j v_j,
\]

where \( a_j \) are weights that are assigned to each \( v_j \) during training, \( b \) is a scalar (29). With a learned hyperplane \( (w, b) \), a query vector \( v \) (an ORF represented by its vector of sequence composition) can be classified based on the decision value (the svm-score):

\[
d(v) = \sum_{j=1}^{m} a_j y_j k(v, v_j) + b,
\]

where \( k(v, v_j) \) is a kernel function (29). In the case of GisMO, \( k(v, v_j) \) is the Gaussian kernel: \( k(v, v_j) = e^{-\gamma ||v-v_j||^2} \).

In other words: To calculate the decision value \( d(v) \), \( v \) is compared with the sequence composition \( v_j \) of each training ORF using the Gaussian kernel function. If \( v \) is more ‘similar’ to the CDSs from the training set a positive score is obtained, otherwise \( d(v) \) is negative. Depending on whether \( d(v) \) is larger than or smaller than 0, items are usually classified into one of the two classes by the SVM. To increase the sensitivity of GisMO, a relaxed cut-off is used—an ORF is classified as CDS if \( d(v) \gg -0.6 \) otherwise it is classified as nORF.

The weights \( a_j \) that are learned during training may be bounded by a finite value \( C \). Therefore, the SVM parameter \( C \) influences the generalization ability of the learned classifier. If \( C \) is set to a small value, outlying training items are misclassified (29); this approach can be used to reduce overfitting in the case of small training sets. If \( C \) has a finite value, the resulting classifier is called a ‘soft margin SVM’ (29).

With a Gaussian kernel disjoint decision functions can be realized (30). The Gaussian kernel parameter \( \gamma \) influences the local behavior of the learned decision boundary. Setting a value for \( \gamma \) is a tradeoff between a well-fitted or more
Table 1. ROC analysis of the classification accuracy achieved with different kernel functions

<table>
<thead>
<tr>
<th>Organism</th>
<th>Accession no.</th>
<th>Linear</th>
<th>Polynomial</th>
<th>Gaussian</th>
<th>Δ_{best-linear}</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>E. coli</em> O157:H7</td>
<td>BA000007</td>
<td>0.960</td>
<td>0.960</td>
<td>0.968</td>
<td>0.008</td>
</tr>
<tr>
<td><em>T. pallidum</em> subsp. <em>Pallidum</em> str. Nichols</td>
<td>AE000520</td>
<td>0.920</td>
<td>0.930</td>
<td>0.929</td>
<td>0.010</td>
</tr>
<tr>
<td><em>C. trachomatis</em> DUNW-3/CX</td>
<td>AE001273</td>
<td>0.976</td>
<td>0.982</td>
<td>0.987</td>
<td>0.009</td>
</tr>
<tr>
<td><em>B. aphidicola</em> str. APS</td>
<td>BA000003</td>
<td>0.986</td>
<td>0.991</td>
<td>0.989</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The ROC0.1 measures the discriminatory power of the SVM in gene identification based on sequence composition with a linear, polynomial or Gaussian kernel function.

generalized decision boundary. A large value for γ results in irregular and noisy decision boundaries that are well fit to the training data with more disjoint clusters. A small value for γ, on the other hand, results in smooth and stable boundaries that avoid overfitting and are more robust (30). With a polynomial kernel a polynomial separating surface is learned in the input space (Figure 1).

Measures of accuracy

By comparing the predicted genes with the annotated genes, one can determine the number of correct gene predictions (tp), the number of false gene predictions (fp), the number of genes that were not found (fn), and the number of correctly classified nORFs (tn).

Classification accuracy is measured by the sensitivity $Sn = \frac{tp}{tp+fn}$ (percentage of correctly identified genes) and specificity $Sp = \frac{tn}{tp+tn}$ (percentage of correct predictions). The correlation coefficient $Cor = \frac{(N-Sn-Sp)\cdot(N-Sn-tp)-\frac{1}{2}}{(N-Sn-Sp)^2}$ describes the agreement of predictions and annotation with a single value in the range of $[-1,1]$, where $N = tp + fp + tn + fn$. Only predictions and annotated CDSs with $>90$ bp were included in the analysis. The accuracy for predicting translation start sites was not evaluated. To predict translation start sites GISMO uses GS-Finder, which already has been found to be very accurate (31).

The receiver operating characteristic (ROC) (32) was used to evaluate the suitability of different kernel functions for gene identification with the sequence composition-based SVM classifier. Calculation of the ROC allows a comparison of different methods independent of an individual threshold setting used to discriminate between items of two classes. The ROC value corresponds to the area under a curve of the sensitivity versus the false positive prediction rate ($fp/(fp+tn)$) across the range of threshold settings. We here use the ROC0.1, which corresponds to the area under the ROC curve up to a false positive prediction rate of 10%.

Accuracy of different kernels for different types of genomes

The SVM for the composition-based identification of genes can be combined with a number of kernel functions that learn different types of discriminatory functions in the input space of sequence composition (Figure 1). We evaluated the classification accuracy achievable with different kernel functions for the genomes of four organisms in detail. For each of these organisms, different properties are most pronounced in genomic sequence composition. The 5.5 Mb genome of *Escherichia coli* O157:H7 contains a 1.4 Mb large O157:H7-specific region, which has mostly been acquired by lateral transfer (33). Half of this region corresponds to 24 prophages and prophage-like elements. The codon usage of *E. coli* is also influenced by translational selection. In the space of codon usage, *E. coli* genes separate into three classes, containing horizontally acquired, typical, or ROCS-typical codons (23). The genome of *Treponema pallidum* has a strong strand-specific bias in codon usage, shows little evidence of translation selection (22), and contains 76 horizontally transferred genes according to HGT-DB. The codon usage of *Chlamydia trachomatis* reflects a complex mixture of influences, the strongest being leading/lagging strand differences and translational selection (34). Its pronounced synteny to the *C. pneumonia* genome is considered evidence of a minimal foreign gene uptake (35). The codon usage of *Buchnera aphidicola* is generally very uniform, although a slight leading/lagging strand bias is detectable (36). *B. aphidicola* is a close relative of *E. coli* but has a reduced genome that contains only a subset of 564 of the *E. coli* genes (37). It does not contain horizontally acquired genes, according to HGT-DB.

For all genomes the highest classification accuracy is achieved with one of the non-linear kernel functions (Table 1). Only for *E.coli* O157:H7 are the ROC0.1 values obtained with the linear and polynomial kernel the same. The most accurate classification for *E.coli* O157:H7 is achieved with the Gaussian kernel. This shows that the Gaussian kernel is well suited for gene prediction in genomes with distinct gene classes. For the prediction of the genes most strongly influenced by the leading/lagging strand bias of the *T. pallidum* genome, both the polynomial and the Gaussian kernel allow a more accurate prediction. Even for the very homogeneous *B. aphidicola* genome where there is little variation in codon usage, the classification accuracy improves with the non-linear kernels. These results show how a non-linear model for genes in the codon usage space can improve the classification accuracy compared to a linear classifier.

Overall the obtained differences in ROC values between linear and non-linear kernels are low. Yet, owing to the high number of ORFs, even small differences in ROC values may indicate a considerable change in accuracy. ROC values can be interpreted as the probability that when randomly picking one positive and one negative item, the classifier will assign a higher score to the positive item than to the negative. In the optimal case, with a ROC value of 1, in 100% of cases a higher score will be assigned to the positive item. For an average genome with 3 Mb and ~3000 ORFs, a change in ROC of, say, 0.01 reflects a difference of 30 ORFs that are correctly classified.
Validating novel genes by comparative analysis

To validate the novel genes predicted by GISMO for the published chromosomes, we tested for conservation of sequence, location and functional context, which is one of the strongest indicators of a biologically valid prediction (38). The chromosomal arrangement of the predictions and their surrounding genes was compared to the arrangement of homologous genes in other microbial genomes. Information about gene clusters in different organisms was obtained from the SEED, which is a manually curated comparative genomic database (39). Novel predictions homologous to non-hypothetical entries in this database (80% of the query sequence aligned using BLAST), and located in gene clusters conserved between two or more organisms (with at least two of the three adjacent upstream and downstream genes also found in the neighborhood of the homolog) were categorized as ‘probably coding’ (Figure 2).

Implementation

GISMO is implemented in Perl using an object-oriented approach. From the HMMER package (40), hmmprof is used to search the Pfam-A database. The parallel execution of hmmprof on a high performance computing resource is facilitated by the use of a DRMAA-compliant interface (http://www.drmaa.org/). The results of the domain searches with hmmprof are parsed with the BioPerl library (41). For the SVM-based classification the LIBSVM library and python scripts are utilized (http://www.csie.ntu.edu.tw/~cjlin/libsvm), which perform the scaling of the input data, cross validation for model selection, training of the SVM and the SVM-based classification. The GS-Finder software is used to identify translation start sites.

RESULTS

Accuracy for prokaryotic chromosomes

The accuracy of GISMO was evaluated with 165 publicly available complete prokaryotic chromosomes. Overall, GISMO is both highly sensitive and specific in predicting prokaryotic genes, with a value of 94.3% for both measurements. For the function-known genes, which are annotated with either a functional description or experimental evidence, the sensitivity of GISMO is even 98.9%. We also found that 4336 (16.4%) of the novel GISMO predictions that are not
contained in the annotations are supported either by a significant protein domain motif (2423) or by the presence of homologs and a conserved genomic context found in the genomes of other organisms (4329, see ‘Identification of novel genes in the published genomes’ below).

Compared to two other popular gene finders that are freely available, GISMO is the most accurate (Table 2). Figure 3 shows a Venn diagram of the sets of genes predicted by GISMO and the gene finders Glimmer and CRITICA. We point out the high specificity of our program, which predicts ~26,000 additional genes for the 165 chromosomes in addition to the currently annotated ones, compared with ~115,000 additional predictions for Glimmer. Compared to CRITICA, which is very specific and produces reliable assignments, GISMO is more sensitive. GISMO’s gene-finding accuracy does not seem significantly affected by the genomic GC content: For 42 genomes with a GC content >56%, the sensitivity is 93.5% and the specificity 92.9% (Table 2), <1% (2%) different from the overall accuracy achieved. For the function-known genes of the 42 GC-rich genomes, the sensitivity of GISMO is not reduced (99%).

**Accuracy for short genes**

The knowledge of the short genes of an organism is crucial because many proteins with important cellular functions are encoded by genes with <300 bp (e.g., regulatory or ribosomal proteins). Short genes are generally more difficult to identify than longer genes because their sequence carries less information that can be evaluated for classification. Figure 4 shows a comparison of the gene-finding accuracy for GISMO, Glimmer, and CRITICA for different minimum gene lengths. The results clearly show that the classification accuracy decreases with decreasing gene length. For short genes (<300 bp) GISMO has the highest overall prediction accuracy of the three programs, with a sensitivity and specificity of 63% and 69%, respectively (Table 3). CRITICA makes the most reliable predictions but identifies only 46% of the genes. Glimmer is the most sensitive (72%), but 56% of the predictions are false. Statistics suggest that a considerable fraction of the short annotated genes might, in fact, not be genes (42,43) (also, a large fraction of short genes are annotated as ‘hypothetical protein’), which makes an evaluation with more reliable gene sets especially important. For the function-known genes of the short genes, GISMO is also the most sensitive program, whereby sensitivity increases by >23% to 86.4%. GISMO thus has the highest overall classification accuracy and is the most sensitive program for detection of function-known short genes.

**Identification of horizontally transferred genes**

Genes obtained by horizontal gene transfer can possess an unusual codon usage, base composition, and GC content (44). Therefore, it can be difficult to identify these genes based on the evaluation of intrinsic sequence properties. Generative methods such as Markov chains or hidden Markov models, which create a mean-based model of sequence composition by averaging over the sequence properties of their training collections, can have difficulties with genes that are best described by more than one distribution. This issue has been addressed by the inclusion of an additional model for the genes with ‘atypical’ sequence composition (8). The SVM has the convenient feature that it learns to optimally discriminate the genes from the non-coding ORFs during the training phase. In an unsupervised fashion, it discovers

<table>
<thead>
<tr>
<th>Gene finder</th>
<th>Cor (%)</th>
<th>Sn (%)</th>
<th>Sp (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISMO</td>
<td>0.94 (0.93)</td>
<td>94.3 (93.5)</td>
<td>94.3 (92.9)</td>
</tr>
<tr>
<td>Glimmer</td>
<td>0.87 (0.77)</td>
<td>94.0 (89.8)</td>
<td>83.3 (70.0)</td>
</tr>
<tr>
<td>CRITICA</td>
<td>0.92 (0.91)</td>
<td>88.8 (87.1)</td>
<td>97.1 (96.2)</td>
</tr>
</tbody>
</table>

The overall agreement of annotation and predictions (Cor), the sensitivity, and the specificity for the gene finders GISMO, Glimmer and CRITICA are shown. The values in parentheses are the subset of GC-rich genomes (GC content >56%) in the data set.

![Figure 3](image-url) Comparison of the genes predicted by GISMO and two other gene finders (Glimmer and CRITICA) for 165 prokaryotic chromosomes (with 471,884 annotated genes and 333,259 function-known genes in total). (A) Sensitivity (percentage of identified genes) in predicting genes, whereby the numbers in the overlapping areas specify the fractions of genes identified by more than one program. The absolute numbers are given in parentheses. (B) Specificity (percentage of correct predictions) of predictions made by one or more of the programs. The absolute numbers of false predictions are given in parentheses. (C) Sensitivity for the function-known genes. The number of correct predictions is given in parentheses.
The shape that is most suitable for discrimination—which can be non-linear or even disjoint for genes distributed over multiple clusters in the input space (Figure 1). This property is convenient for gene prediction, as horizontal gene transfer is only one of several forces influencing sequence composition and affecting different genomes to different extents, and for each case the optimally separating boundaries can be found anew.

GISMO predicted 91.1% of the probably horizontally acquired genes with atypical sequence composition that were obtained from HGT-DB for 57 genomes. Of the function-known genes with atypical composition, 98.5% were identified, which is very similar to the overall sensitivity for prokaryotic chromosomes (98.8%), and significantly higher than the sensitivity of the other programs (Table 4).

**Gene-finding accuracy for plasmids**

Short DNA sequences such as plasmids yield only small sets for the training of intrinsic sequence models. For complex models with many parameters this situation can lead to overfitting and reduced prediction accuracy. GISMO is well suited for classification based on small training data sets because of (i) the use of a 'soft margin,' which allows the misclassification of outliers during training and avoids overfitting of SVMs, and (ii) the low dimensionality of the input space of codon usage, which we found to be optimal for gene prediction with a composition-based SVM.

For the 223 plasmid sequences >10 kb, GISMO achieves an average sensitivity of 89.1% and specificity of 80.3% and has the highest overall accuracy of the three programs (Table 5). The sensitivity increases to 96.1% for the function-known genes of the plasmids. Although this is lower than for the prokaryotic chromosomes, GISMO is very sensitive and specific, if one considers the size of the training sets available. For example, the two IncQ-like antibiotic resistance plasmids pIE1115 and pIE1130 (44) are the shortest sequences used in this survey. Both are 10 687 bp long, but differ in sequence and gene content. For pIE1115, the positive training set for the SVM consisted of five domain-supported genes, the negative training set of 60 shadow ORFs. Eight of the ten annotated genes were correctly identified, with only three additional predictions. For pIE1130, seven annotated genes were initially identified by their protein domain motifs. The training set for the composition-based classifier consisted of the seven domain-supported genes and 79 shadow ORFs. The SVM then identified two of the remaining four annotated genes, with only one additional prediction. That the classifier is able to accurately distinguish between genes and nORFs is demonstrated by the following numbers: For pIE1115, 120 of the 123 non-coding ORFs longer than 90 bp were correctly assigned, and 125 of 126 for pIE1130.

**Comparison with EasyGene and GenemarkS**

GISMO was also compared with the HMM-based programs EasyGene and GenemarkS, considered among the most accurate bacterial gene finders (37). The accuracy was evaluated on a restricted test set as both programs are only accessible via a public web interface. While GISMO and GenemarkS automatically derive training sets with genome-specific compositional sequence properties, EasyGene can be run only via its Web interface with pretrained models. Pretrained models are available only for a limited number of sequenced genomes. Therefore, the performance of GISMO, EasyGene, and GenemarkS was compared for the 25 of the 365 genomic sequences for which a pretrained EasyGene model was available. For these 25 genomic sequences, all three programs display a high accuracy (Table 6). GISMO has the highest overall accuracy, with an average sensitivity and specificity of ~95%. GenemarkS has the highest average sensitivity for all genes, whereas EasyGene is most reliable. For the function-known genes, both GenemarkS and GISMO identify ~99% and thus are 3.4% more sensitive than EasyGene. EasyGene is more specific (4.2%) but less sensitive than GISMO (~4.0%).

---

**Table 4.** Sensitivity in the detection of probably horizontally acquired genes with atypical sequence composition

<table>
<thead>
<tr>
<th>Gene finder</th>
<th>Sn (%)</th>
<th>Snₙ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISMO</td>
<td>91.1</td>
<td>98.5</td>
</tr>
<tr>
<td>Glimmer</td>
<td>87.3</td>
<td>94.4</td>
</tr>
<tr>
<td>CRITICA</td>
<td>72.8</td>
<td>86.3</td>
</tr>
</tbody>
</table>

Snₙ denotes the sensitivity in detecting function-known genes.

**Table 5.** Gene-finding accuracy for 223 plasmids >10 kb

<table>
<thead>
<tr>
<th>Gene finder</th>
<th>Cor</th>
<th>Sn (%)</th>
<th>Snₙ (%)</th>
<th>Sp (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISMO</td>
<td>0.82</td>
<td>89.1</td>
<td>96.1</td>
<td>80.3</td>
</tr>
<tr>
<td>Glimmer</td>
<td>0.79</td>
<td>89.3</td>
<td>94.4</td>
<td>74.5</td>
</tr>
<tr>
<td>CRITICA</td>
<td>0.58</td>
<td>45.4</td>
<td>55.7</td>
<td>87.3</td>
</tr>
</tbody>
</table>

Snₙ denotes the sensitivity in detecting function-known genes.
Identification of novel genes in the published genomes

Since the current annotations are missing many important genes (38), the novel predictions of GISMO were further investigated. For the 165 genomes used in this survey, 26,454 of the 468,368 GISMO predictions did not match an annotated gene. A strong indicator for a biologically active gene is the presence of a significant motif of a Pfam protein domain. Of the newly predicted genes, 2423 (9.2%) exhibit such motifs with strong statistical support (E-value < 10^{-10}) and do not overlap with any annotated gene by >10 amino acids. An additional 4329 (16.4%) new predictions are part of conserved gene clusters found in the same or similar orders in other microbial genomes (see Section ‘Material and Methods’ above). In total, 4336 (16.4%) of the novel GISMO predictions are supported by external sources of evidence (Pfam hit or a conserved cluster) that suggest that these predictions are truly biologically active genes. We describe several interesting examples below:

The thiS gene encodes a sulfur-carrying protein that is involved in the biosynthesis of thiamin (vitamin B1) (45). The thiS gene has been identified in a cluster with the thiE, thiG and thiF genes in a wide range of genomes (46) but is currently unknown for Clostridium tetani E88, Photobacterium profundum SS9, Shigella flexneri 2a 301, Shigella flexneri 2a 2457T, Wigglesworthia glossinidia, Yersinia pestis CO92, and Yersinia pestis KIM. For each of these genomes, GISMO predicted a novel probably-coding gene with significant homology to known thiS orthologs. The novel predictions are strongly supported by their genomic context, which comprises clusters of known genes of thiamin biosynthesis (Figure 2).

GISMO also predicted 99 genes encoding ribosomal proteins that are currently missing from the genome annotations. For example, two novel GISMO predictions for E.coli CFT073 and Wolinella succinogenes DSM 1740 are very similar to the ribosomal protein L32 in E.coli K12 and Helicobacter pylori 26695. The homologs of the two novel predictions and their adjacent genes appear in a conserved order in various organisms (Figure 5). Many of the probably-coding genes are as short as the ribosomal protein-encoding genes, a situation that explains why they were missed before. In summary, our results indicate that a considerable percentage of our additional predictions are novel and currently unknown protein-encoding genes that are missing from the annotations.

CONCLUSIONS

The gene finder GISMO presented in this work uses state-of-the-art techniques from computational biology and machine learning to accurately predict protein-encoding genes for prokaryotic genome sequences. Initially, evidence for genes is compiled by protein-domain searches with profile HMMs, which are a well-known and highly accurate means for finding members of protein families and allow a more accurate discrimination between signal and noise than pairwise sequence comparisons. They also allow the detection of genes that have protein domains in different order from that of known proteins. An SVM-based classifier is used for gene prediction based on sequence composition. The SVM is a machine learning technique that is well suited for prokaryotic gene prediction because it guarantees the unsupervised discovery of the shape in the space of sequence composition that is best suited for discrimination between genes and non-coding ORFs. The distribution of microbial genes in the space of sequence composition is affected by various influences that are pronounced to different extent for different genomes and thus require a careful and time-consuming analysis (34,36). The SVM allows the program to learn an accurate classifier, even when the distribution of items in this space is influenced by various factors such as gene expression rate, acquisition by horizontal transfer, or leading/lagging strand-related features. Gene identification for genomes in all cases was improved with non-linear classification functions, demonstrating the suitability of this approach.

In our extensive evaluation, we found GISMO to be very accurate. For the prokaryotic chromosomes, GISMO has an overall sensitivity and specificity of 94.3%. For the genes annotated with either a function or experimental evidence, the sensitivity is 98.9%. In comparison with the two popular programs Glimmer and CRITICA, which are freely available for a local installation, we found GISMO to be the most accurate also for finding genes shorter than 300 bp, for identifying genes with atypical sequence composition, and for predicting genes for short genomic sequences such as plasmid sequences. What makes this observation even more significant is the fact that GISMO is the only one of the three programs that was not used for annotating any of the genomes used in the evaluation.

In a comparison of GISMO to EasyGene and GeneMarkS on 25 genomic sequences, all three programs were very accurate, but GISMO slightly outperformed the other two in terms of overall accuracy. Therefore, GISMO presents an

<table>
<thead>
<tr>
<th>Gene finder</th>
<th>Cor</th>
<th>Sn (%)</th>
<th>Sn50 (%)</th>
<th>Sp (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISMO</td>
<td>0.943</td>
<td>95.1</td>
<td>99.0</td>
<td>94.7</td>
</tr>
<tr>
<td>EasyGene</td>
<td>0.930</td>
<td>91.1</td>
<td>95.5</td>
<td>96.8</td>
</tr>
<tr>
<td>GeneMarkS</td>
<td>0.938</td>
<td>96.0</td>
<td>99.1</td>
<td>93.0</td>
</tr>
</tbody>
</table>

Sn50 denotes the sensitivity in detecting function-known genes.
open source alternative to these programs for local use and integration into genome annotation pipelines.

For the prediction of translation initiation sites, GISMO uses the GS-Finder software. Since GS-Finder has already been shown to be very accurate (31), the accuracy of GISMO in gene start site prediction was not evaluated in this survey.

For the public genomes, we found several thousand new predictions that are strongly supported by external evidence and very likely correspond to real but unannotated genes. Many of these are short, such as 99 missing ribosomal protein-encoding genes, a fact that might explain why they were not found before.

The low-dimensional input space of codon frequencies that we found to be optimal for gene identification with the SVM-based compositional classifier allows accurate classification for short genes, as well as for short genomic sequences with a low number of available training items. SVMs are also intrinsically well suited for small data sets because they avoid overfitting the learned model by using a ‘soft margin’ in the model optimization step.

GISMO has already been used to predict genes in more than 20 genome annotation projects, for the reannotation of genomes as well as in the international effort to annotate a thousand genomes (39). We hope that our new gene finder will be widely used in microbial genome annotation and reannotation projects and will contribute to the generation of high-quality annotations.
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Complete genome of the mutualistic, N2-fixing grass endophyte Azorarcus sp. strain BH72


Azorarcus sp. strain BH72, a mutualistic endophyte of rice and other grasses, is of agrobiotechnological interest because it supplies biologically fixed nitrogen to its host and colonizes plants in remarkably high numbers without eliciting disease symptoms. The complete genome sequence is 4,376,040-bp long and contains 3,992 predicted protein-coding sequences. Genome comparison with the Azorarcus-related soil bacterium strain EbN1 revealed a surprisingly low degree of synteny. Coding sequences involved in the synthesis of surface components potentially important for plant-microbe interactions were more closely related to those of plant-associated bacteria. Strain BH72 appears to be 'disarmed' compared to plant pathogens, having only a few enzymes that degrade plant cell walls; it lacks type III and IV secretion systems, related toxins and an N-acyl homoserine lactones-based communication system. The genome contains remarkably few mobile elements, indicating a low rate of recent gene transfer that is presumably due to adaptation to a stable, low-stress microenvironment.

Endophytic bacteria reside within the living tissue of plants without substantially harming them. They are of high interest for agrobiorotechnological applications, such as the improvement of plant growth and health, phytoremediation or even as biofertilizer. Supply of nitrogen derived from fixation of atmospheric N2 by grass endophytes, such as Glomacecectobacter diazotrophicus and Azorarcus sp. strain BH72, which has been shown to occur in sugarcane and Kellar grass, is a process of potential agronomical and ecological importance.

Although the lifestyle of these endophytes is relatively well documented, the molecular mechanisms by which they interact beneficially with plants have only been poorly elucidated. A combination of features makes Azorarcus sp. strain BH72 an excellent model grass-endophyte. (i) It supplies nitrogen derived from N2 fixation to its host, Kellar grass (Leptochloa fusca (L.) Kuntth); in planta it is usually not culturable, but can be detected by culture-independent methods based on nifH-encoding nitrogenase reductase, the key enzyme for N2 fixation. (ii) It colonizes nondiseased plants in remarkably high numbers: estimates range from 10^6 cells (culturable cells per gram root dry weight (RDW) of field-grown Kellar grass) to 10^10 cells (estimated on the basis of abundance of bacterial nifH-mRNA in roots). (iii) It is the only cultured grass endophyte shown by molecular methods to be the most actively N2-fixing bacterium of the natural population in roots. (iv) It also colonizes the roots of rice, a cereal of global importance, in high numbers (10^9 cells per g RDW) in the laboratory, and spreads systemically into shoots. Plant stress response is only very limited in a compatible, that is, well-colonized rice cultivar. Notably, Azorarcus sp. strain BH72 is capable of endophytic N2-fixation inside the roots of rice.

For a wider application in agriculture, more knowledge is required on mechanisms of interaction and host specificities. Although the genome of a related species, strain EbN1, belonging to a branch of Azorarcus species that typically occurs in soils and sediments but not in association with plants, is available, phenotypic differences and phylogenetic distances of 5-8% suggest they might deserve the rank of a separate genus in future. The plant-associated strain BH72—like many N2-fixing endophytes grass endophytes—has not been detected in root-free soil. In this study, we present the complete genome sequence of a diazotrophic grass endophyte, Azorarcus sp. strain BH72, and highlight features that may contribute to knowledge of the endophytic lifestyle of these plant-beneficial bacteria, which may be instrumental in developing biotechnological applications.

Results

General features of the genome and mobile elements

The Azorarcus sp. strain BH72 genome sequence was obtained with a whole genome shotgun approach, the assembly being validated by a complete fosmid (Fig. 1b) and a bacterial artificial chromosome
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Characteristics of the single, circular chromosome and the predicted genes are shown in Figure 1 and Table 1.

The genome contains remarkably few phage- or transposon-related genes, indicating a low degree of lateral transfer and genome rearrangements; just eight loci (Fig. 1b, circle 4) contain genes for integrases, recombinases, transposases or phage-related genes (Supplementary Table 1 online). Only a few loci correspond to predicted anomalous gene clusters or putative pathogenicity islands (Fig. 1b, circle 3). In contrast, the genome of the Azorarcus-related soil isolate strain EbN1 contains 237 transposon-related genes. Also rhizobial genomes harbor >100 transposases or phage-related genes (http://www.kazusa.or.jp/rhizobase/). Likewise, many plant-pathogenic proteobacteria contain high numbers of mobile elements. High genomic plasticity might reflect the need for continuous adaptation to changing environments like soil or to host defense mechanisms. For nodule symbionts, soil is an alternative habitat in their life cycle; in contrast typical grass endophytes can not usually be isolated from root-free soil. The comparatively low number of mobile elements in the endophyte BH72 might indicate a low rate of recent gene transfer and genome rearrangements, which is presumably due to adaptation to a stable, low-stress microenvironment inside plants.

Comparative genomics

Genome comparison revealed a surprisingly low degree of synteny between genomes of strain BH72 and the Azorarcus-related strain EbN1 (Fig. 2). At a low cutoff e-value of e<sup>-30</sup>, the majority of predicted proteins (58%) in strain BH72 have some counterparts in strain EbN1 (Fig. 1b, circle 1). However, only 43% of these proteins were more closely related to those of EbN1 than to proteins of other strains. Other pathogenic or plant symbiotic proteobacteria have even less related genomes (Supplementary Table 2 online). Because strains BH72 and EbN1 have a very different ecology, the differences may give important hints as to which genes are required specifically for the endophytic lifestyle. Several gene clusters of strain BH72 that are

Table 1 Genome features of the N<sub>2</sub>-fixing endophyte Azorarcus sp. strain BH72 in comparison to the denitrifying soil bacterium Azorarcus sp. strain EbN1

<table>
<thead>
<tr>
<th>Feature</th>
<th>Azorarcus sp. BH72</th>
<th>Azorarcus sp. EbN1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of chromosome (bp)</td>
<td>4,376,040</td>
<td>4,296,230</td>
</tr>
<tr>
<td>Plasmids</td>
<td>0</td>
<td>2&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>G+C content, %</td>
<td>67.92</td>
<td>65.12</td>
</tr>
<tr>
<td>Coding sequences</td>
<td>3,992</td>
<td>4,133</td>
</tr>
<tr>
<td>Function assigned</td>
<td>3,418</td>
<td>2,560</td>
</tr>
<tr>
<td>Conserved hypothetical protein</td>
<td>517</td>
<td>628</td>
</tr>
<tr>
<td>Hypothetical protein</td>
<td>57</td>
<td>945</td>
</tr>
<tr>
<td>% of genome coding</td>
<td>91.2</td>
<td>90.9</td>
</tr>
<tr>
<td>Average length (bp)</td>
<td>999</td>
<td>945</td>
</tr>
<tr>
<td>Maximal length (bp)</td>
<td>6,330</td>
<td>6,132</td>
</tr>
<tr>
<td>% ATG initiation codons</td>
<td>86.57</td>
<td>76.46</td>
</tr>
<tr>
<td>% GGT initiation codons</td>
<td>10.40</td>
<td>16.01</td>
</tr>
<tr>
<td>% other initiation codons</td>
<td>n.d.&lt;sup&gt;b&lt;/sup&gt;</td>
<td>n.d.</td>
</tr>
<tr>
<td>RNA elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tRNA operons</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>tRNAs</td>
<td>56&lt;sup&gt;a&lt;/sup&gt;</td>
<td>58</td>
</tr>
</tbody>
</table>

<sup>a</sup>Plasmid 1 (207,355 bp), plasmid 2 (223,670 bp).<sup>b</sup>n.d., not determined. 2<sup>nd</sup> tRNA<sub>Thr</sub> (<sup>a</sup>trna<sub>Thr</sub>, 5051) is disrupted by a self-splicing group I intron in the CAT anticodon loop<sup>a</sup>.
lacking in EbN1 or that are more similar to genes of other bacteria (Fig. 1b) harbor genes that encode proteins putatively involved in cell surface components or other features that may be required for the endophytic lifestyle (see below, Fig. 3 and Supplementary Table 1 online).

Carbon metabolism and signal transduction
Strain BH72 has a strictly respiratory type of metabolism and does not grow on any carbohydrate tested13. Aspects of putative carbon metabolism are shown in Figure 4. The inability to utilize common carbohydrates might contribute to a plant-compatible endophytic lifestyle because, in contrast to phytopathogens, the bacteria cannot grow and proliferate on the major cell wall constituents although a cellulase is present16.

The major carbon sources for strain BH72 are dicarboxylic acids and ethanol15. Transport systems for C4-dicarboxylates (Fig. 4) might be of vital importance during the association with host plants, as in symbiotic rhizobia17. Ethanol might be important for association with flooded plants like rice, which accumulate ethanol under anoxic conditions, especially at root tips—one of the typical sites of colonization of strain BH72. Correspondingly, its genome harbors ten genes encoding putative alcohol dehydrogenases.

Strain BH72, despite being adapted to a relatively stable, low-stress microenvironment, shows a remarkable density of signal transduction systems (see details in Supplementary Table 3 online). Thus it may be a good example for sophisticated signal transduction networks.

N2 fixation and nitrogen metabolism
Azorarcus sp. strain BH72 appears to be highly adapted to environments poor in available nitrogen sources, which correlates with its role as an N2-fixing endophyte (Fig. 4).

(i) A low-affinity glutamate dehydrogenase (GDH) for ammonium assimilation is lacking, a feature highly unusual in free-living bacteria, whereas it is present in strain EbN1. Only the high-affinity ATP-consuming assimilation system (GSH2-GOGAT) is present. (ii) Four genes encoding high-affinity ammonia transporters exist (amtB/Y/D/E), one of them with an additional regulatory domain. (iii) In contrast to the soil strain EbN1, structural genes for the molybdenum-dependent nitrogenase complex and all genes required for cofactor synthesis and maturation of the nitrogenase are present in strain BH72, one of them in two copies (nifY). Several putative low-potential electron donors for N2 fixation were identified including two flavodoxin-encoding genes (nifF1, nifF2), 12 genes for ferredoxin-like proteins; two clusters encoding putative electron transport systems (nifJ, nifL) might be instrumental for electron supply to ferredoxin during N2 fixation. Several genes likely to be involved in the regulatory cascade are also listed in Supplementary Table 1 online. Although in pure culture, N2-fixing strain BH72 does not excrete substantial amounts of nitrosonous compounds18, it supplies fixed nitrogen to its grass host2.

The four ammonia transport proteins are putative candidates for export to the plant. Two transport systems for glutamate or glutamine as well as nine for branched-chain amino acids were also identified; however, the presence of periplasmic substrate-binding proteins suggests that these systems are used for import and not for export.

About 38 genes encoding enzymes and transporters involved in nitrate metabolism were identified (Fig. 4 and Supplementary Table 1 online). As in strain EbN1, genes required for assimilatory nitrate and

Figure 2 Synteny between the genomes of Azorarcus sp. strain BH72 and Azorarcus sp. strain EbN1. The genome of Azorarcus sp. strain EbN1 is adjusted to dnaK with its start codon as zero point of the chromosome. The diagram depicts x-y plots of dots forming syntenic regions between the two Azorarcus genomes. Each dot represents an Azorarcus sp. strain BH72 CDS having an ortholog in Azorarcus sp. strain EbN1, with coordinates corresponding to the CDS number in each genome. The orthologs were identified by best BLASTP matches of amino acid sequences (e-value < e-10).

Figure 3 Gene clusters in Azorarcus sp. strain BH72 that are lacking in EbN1 or are more similar to genes of other bacteria. Synteny of selected clusters with gene clusters of other bacteria: gum-cluster, Xanthomonas campestris pv. campestris (Xc_1671-Xc_1658); lipopolysaccharide-related cluster, Pseudomonas aeruginosa PA01 (focus tag numbers PA0402 - PA0499); sci-cluster, Pseudomonas aeruginosa PA01 (focus tag numbers PA0407 - PA0410); pink/white, genes present or not present in the gene cluster of strain BH72, respectively. Numbers refer to genes of Azorarcus sp. strain BH72 listed in Supplementary Table 1 online. Highest similarities to proteins of other bacteria are depicted by the following colors: red, human or animal pathogens; green, root nodule symbionts (rhizobia); yellow-green, root-associated bacteria; turquoise, plant pathogens; other bacteria according to their phylogenetic affiliations: black, Azorarcus sp. strain EbN1; gray, beta-subgroup of Proteobacteria; blue, gamma-subgroup of Proteobacteria; yellow, alpha subgroup of Proteobacteria; brown, others.
nitrite transport and reduction are present in strain BH72 in one copy (nasBED, nirC, nasA, naiC, nirB). In contrast to strain EBN1, strain BH72 cannot conduct denitrification to N₂, as genes required for a nitrite reductase are missing in strain BH72. However, genes for subsequent denitrification reactions (norBQD and norZDYZELX encoding reductases for nitric oxide and nitrous oxide, respectively) are present. The periplasmic localization of the nitrate reductase components (duplicated nap operon) and detoxification of NO₃⁻ via an NO₂⁻/NO₃⁻ antipporter (NarK) might decrease toxicity of nitrite. In contrast, the denitrification pathway is complete in strain EBN1 for which denitrification appears to be a typical feature.

Iron-transport related proteins
In Gram-negative bacteria, TonB-dependent, outer-membrane proteins are responsible for the specific uptake of ferric-siderophore complexes, high-affinity iron chelators. They are also important for perception of environmental signals and are associated with pathogenicity of plant pathogens. Strain BH72 possesses 22 genes encoding proteins related to iron transport (Supplementary Table 1 online), twice as many as described for strain EBN1 and even more than other N₂-fixing endosymbionts (Bradyrhizobium japonicum, 13; Sinorhizobium meliloti, 9; and Mesorhizobium loti, 1). Two genes (azo2156, azo3836) are not even present in the P. fluorescens Pf5 genome, a plant-associated bacterium known for its capacity to produce and take up a wide range of siderophores, which contains 45 such genes. Although putative receptors for hydroxamate- and catechol-type siderophores, ferricitrate, vitamin B12, colicins and unknown substances are present, there was no evidence for biosynthetic pathways for known hydroxamate or catecholate siderophores. Moreover, production of siderophores was not detected experimentally (Supplementary Fig. 1a online). Apparently, this strain is highly adapted to obtaining chelated iron from other sources, as fungi and monocotyledonous plants also produce siderophores. The high number of putative receptors suggests a role not only for rhizosphere competence of strain BH72, but also for biocontrol.

Plant-associated lifestyle
Surface characteristics of bacteria are important factors for recognition by and interaction with the host. Several gene clusters putatively related to surface components of strain BH72 are lacking in strain EBN1, or are more highly related to genes of plant-associated or pathogenic bacteria.
Type IV pili are among the few factors known to affect endophytic colonization of grass diazotrophs\(^2\). Establishment of microcolonies on roots and fungal mycelium, and systemic spreading in rice are mediated by type IV pili\(^2\). The strain BH27 genome harbors 41 genes encoding proteins putatively involved in pilus assembly and regulation, whereas only 30 such genes were found in strain EbN1. Genes highly similar in both species encode proteins with conserved function such as assembly or regulation (for example, PilBCD-PilF-PilM/NOPQ-PilTU-PilZ or PilSR-PilGHEL). Other pilus proteins related mostly to phytopathogenic bacteria might be either pseudopilins involved in secretion (PilIV/W/X) or putative tip adhesins (PilY1A/B, 31% and 39% sequence identity to Ralstonia solanacearum and Xylella fastidiosa, respectively) that are lacking even in strain EbN1 and might be characteristic for interaction with plant surfaces (Supplementary Table 1 online).

Other cell surface components that are often involved in recognition or virulence of pathogens are lipopolysaccharides, exopolysaccharides, and capsule material. Intriguingly, many gene products putatively involved in their synthesis in strain BH27 are not highly related to those of the soil isolate EbN1, but to proteins of plant symbionts, pathogens or gamma- or alpha-proteobacteria (Supplementary Table 1 online). Several genes of strain BH27 are similar to the gun operon for exopolysaccharide production in phytopathogenic Xanthomonas campestris\(^2\); genes encoding putative glycosyl transferases have considerable similarity to the rhizobial pso gene cluster (Supplementary Table 1 online, 20–23), which is involved in exopolysaccharide polymerization, transcription and thus in plant-microbe interaction; a gene cluster related mainly to lipopolysaccharide synthesis is most similar to genes of gamma-proteobacteria including pathogens; these clusters did not show sufficient synteny to support the assumption of a very recent gene transfer (Fig. 3).

Motility. Flagella are pivotal for motility, adhesion, biofilm formation and colonization of the host. Strain BH27 is highly motile by means of a polar flagellum. At least 48 genes were identified that are generally required for biosynthesis and function of flagella and chemotaxis. They are located in three different noncontiguous clusters and are mostly related to genes of other beta-proteobacteria and a few of the gamma-subgroup (Supplementary Table 1 online). There are three genes encoding flagellins (flIC1, flIC2, flIC3) and two encoding flagellar motor proteins, suggesting an important role for motility in the plant-associated lifestyle. In contrast, the nonmotile strain EbN1 does not possess a complete flagellar regulon\(^10\).

Secrecion and communication. Several genes encoding potential protein secretion systems were identified in the genome of strain BH27 (Fig. 4) for a sec-dependent pathway, a signal recognition particle (SRP)-mediated translocation and a twin arginine translocation (Tat) system, all of them targeting proteins through the inner membrane. Secretion of proteins through the entire cell envelope seems to be limited to only three varieties of pathways. Genes were identified that encode one type I secretion system and one autotransporter. Two clusters were detected that encode a type II secretion-related system (type Iib secretion system\(^25\)), consisting only of GspDEFG.

Two other secretion systems are common to plant-associated bacteria, type III and IV secretion systems, which transport a wide variety of effectors proteins into the extracellular medium or into the cytoplasm of eukaryotic host cells and affect interaction\(^26\)–\(^29\). Intriguingly, neither system is present in strain BH27, probably preventing the export of toxic proteins to the host.

‘Quorum sensing’ is a common way of bacteria to communicate with each other or hosts by means of autoinducers that accumulate in the extracellular environment in a cell density-dependent manner\(^10\). Although there is evidence that autoinducer-dependent gene regulation occurs in Azorarcus sp. strain BH27 (Bohm, M. & Reinhold-Hurek, B., unpublished data), this strain appears to escape the usual communication systems. Widespread autoinducers of Gram-negative bacteria are N-acyl homoserine lactones (AHLs)\(^22\). There is no evidence for genes encoding an AHL-based quorum-sensing system in strain BH27; genes encoding the autoinducer synthetase (LuxI/Lad-type) or the responsible cytoplasmic autoinducer receptor (LuxR/LasR-type) are lacking. Furthermore, different bacterial sensor strains detecting presence of short- or long-chain AHLs did not yield a positive response toward strain BH27 (Supplementary Fig. 1b online). Also genes encoding the autoinducer-2 synthetase LuxS\(^20\) are lacking. Gram-positive bacteria usually use peptides as autoinducers\(^20\). Genes expected for this system were not detected in strain BH27 either.

Viral infection and interaction factors. The strain BH27 genome stands out by the lack of obvious genes involved in production of toxins. Moreover, common hydrolytic enzymes that macerate plant cell wall polymers and thus contribute to a phytopathogenic lifestyle and plant damage are rare: pectinase–encoding genes are absent; only a few genes encode putative glycosidases (paI2, sprl, nvdC, egA), some of them with transmembrane helices. Detection of genes for membrane-bound enzymes is in agreement with the observation that strain BH27 does not secrete cellulases into the culture medium, but shows activities of a cell surface-bound endoglucanase (EglA) and exoglucanase that also hydrolyses xyllose\(^14\), a major component of primary cell walls in grasses. A low production of macerating enzymes is likely to contribute to compatibility with the plant host, however these hydrolyses might assist in endophytic colonization, as shown for the endoglucanase EglA\(^11\).

There is no genomic evidence for the central process in the rhizobium-legume symbiosis, the induction of nodulation. Common nodABC genes required for the biosynthesis of the Nod-factor backbone are not present in strain BH27; only a few genes show some sequence similarity to other nod or nol genes (Supplementary Table 1 online). However, like other grass-associated microbes such as Azospirillum a gene similar to nodD is present, in rhizobia encoding a central regulator for flavonoid-inducible gene expression.

Some other gene clusters in strain BH27 are also interesting targets for putative roles in plant-microbe interactions. One cluster shows similarity to genes that are localized in the sci-genomic island, affecting virulence of human pathogens. The genomic organization shows remarkable synteny with genes of P. aeruginosa (Fig. 3), arguing for a more recent gene transfer. Interestingly some homologs are also present in rhizobia. Other notable gene clusters code for mainly conserved hypothetical proteins or metabolism-related proteins that have orthologs in rhizobia, or of regulatory proteins (ColRS) important for root colonization of commensals (Supplementary Table 1 online, no. 177–185, 188–196, 198–200).

**DISCUSSION**

The complete genome sequence of Azorarcus sp. strain BH27 offers insights into genomic strategies for an endophytic life style, and allows identification of various features that may contribute to their interaction with plants. The strain appears to be adapted to a relatively stable, low-stress microenvironment, since its genome contains remarkably few phage- or transposon-related genes in comparison to many soil bacteria or pathogens, indicating a low plasticity of the
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genome. The lack of the typical communication system of Gram-negative bacteria based on AHLs also argues for a rather exclusive microhabitat.

Strain BH2 appears to be disarmed compared to plant pathogens by its in ability to metabolize carbohydrates coupled with the lack of a massive occurrence of cell-wall degrading enzymes. Moreover, this bacterium lacks known toxins and type III and IV secretion systems that are typically used by pathogens to transport effector molecules to their host. This might be instrumental for avoiding damage to the plant host despite a dense internal colonization, and only the small set of hydrolyses identified may be required for penetrating into the plant tissue. Some specific features of nodule symbionts are also lacking, like most nod/med genes required for nodule induction.

Genome comparison with the Azorarcus-related, nonendophytic, nonnoduliferous soil bacterium EbN1 revealed features likely to be important for plant-microbe interaction. Strain BH2 appears to be highly adapted to environments of low nitrogen availability, N2 fixation playing a key role in its ecology. Several gene clusters that were lacking in strain EbN1 or were highly similar to genes of plant-associated or pathogenic bacteria were related to cell surface components that are often involved in recognition—gene products participating in the synthesis of exopoly saccharide, lipopoly saccharide, type IV pilus tips, the flagellar and chemotaxis apparatus. Further targets for studying interaction mechanisms were also identified by comparative genomics, such as virulence-related sci genes or genes encoding conserved hypothetical proteins shared with nodule symbionts. A large and diverse set of TonB-dependent receptors (22) might play a role in iron acquisition and biocontrol. In future genomic analyses, the role of these target genes for host compatibility will be elucidated, which is crucial for a wider agrobiotechnological application of N2-fixing endophytes.

METHODS

Whole genome shotgun sequencing. DNA shotgun libraries with insert sizes of 1 kb and 2–3 kb in pGEM-T (Promega), and 8–8 kb fragments in pTrueBlue-rop (ModiTech) vectors were constructed by MWG Biotech. Plasmid clones were end-sequenced on ABI 3700 sequencers (ABI) by MWG Biotech AG. Basecalling was carried out using PHRED13,14. High-quality reads were defined by a minimal length of 250 bp with an averaging quality value of 30. Finally, 60,715 high-quality reads, a total of 39,266 (5.26 ×), 18,070 (2.32 ×) and 3,379 (0.40 ×) end sequences (×’s indicate genome equivalents) from libraries with 1-kb, 2- to 3-kb and 8-kb inserts, respectively, were obtained.

Sequence assembly and assembly validation. Basecalling, quality control and elimination of vector DNA sequences of the shotgun-sequences were performed by using the software package BioMake (Bielefeld University) as previously described15. Sequence assembly was performed by using the PHRAP assembly tool (http: //www.phrap.org). The CONSED/AUTOFINISH software package16,17, supplemented by the in-house tool BACCARD18, was used for the finishing of the genome sequence.

For gap closure, a BAC library with inserts of ~90 kb in pBeloBAC11 was constructed and BAC contigs were assembled12. Remaining gaps of the whole genome shotgun assembly were closed by sequencing on shotgun and BAC clones carried out by IIT GmbH on LI-COR 4200L and ABI 377 sequencing machines. So that we would obtain a high quality genome sequence, all regions of the consensus sequence were polished to at least phred40 quality by primer walking. Collectively, 1,374 sequencing reads were added to the shotgun assembly for finishing and polishing of the genomic sequence. Repetitive elements, that is, RNA operons, were sequenced completely by primer walking on BAC clones. For assembly validation, a fosmid library with inserts of ~35–38 kb was constructed by IIT GmbH using the EpiFOS Fosmid Library Production Kit (Epigenet). End-sequencing of 672 fosmids was carried out on ABI 377 and MegaBACE 1000 (Amersham Biosciences) sequencing machines by IIT GmbH and on ABI 3730XL DNA analyzers by the sequencing group of the Max Planck Institut für Molekulare Genetik. For assembly validation, fosmid end sequences were mapped onto the genome sequence by employing the BACCARD tool.

Genome analysis and annotation. In a first step automatic gene prediction and annotation were performed using the genome annotation system GenDB 2.0 (ref. 38) as previously described14. In a second step the coding sequences (CDS) prediction was validated: a position weight matrix (PWM) was generated to score all translation starts, and visualization of CDS was done using GeneQuest (DNASTAR Inc.). Reinspection of starts was coupled to recomputing of homology (BLASTP) and assessment of function. In this way 4.3% more ORFs were detected, and 15.5% of the start sites were changed in comparison to the prediction obtained by a combined Glimmer and CRITICA approach19. Intergenic regions were checked again for CDS missed probably by the automatic annotation using the BLAST program40. During manual annotation, the following criteria were applied: (i) for hypothetical proteins, amino acid identities to other proteins were less than 30% over the entire length of the protein; (ii) for conserved hypothetical proteins, amino acid identities to proteins of unknown function were more than 30%; (iii) for proteins with putative or probable functions, sequence identities to named gene products were >20% or 40%, respectively.

Genomic comparison. For comparative analyses, the annotated genome sequence of Azorarcus strain EbN1 (acc. nos. CR555306, CR555307, CR555308) was imported into GenDB. Comparisons of chromosomal sequences were carried out with GenDB18.

Detection of regions with atypical GC-content. For detection of anomalous gene clusters or putative pathogenicity islands in bacterial genomes, the Pai-Ida program 1.1 (http://compsbio.sibnet.eu/projects/pai-ida/) based on an iterative discriminant analysis20 was used.

Database submission. The nucleotide sequence of the Azorarcus sp. strain BH27 chromosome was submitted to EBI under accession number AM406670–Azorarcus sp. BH27.

Note: Supplementary information is available on the Nature Biotechnology website.
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ABSTRACT

The release of the 1000th complete microbial genome will occur in the next two to three years. In anticipation of this milestone, the Fellowship for Interpretation of Genomes (FIG) launched the Project to Annotate 1000 Genomes. The project is built around the principle that the key to improved accuracy in high-throughput annotation technology is to have experts annotate single subsystems over the complete collection of genomes, rather than having an annotation expert attempt to annotate all of the genes in a single genome. Using the subsystems approach, all of the genes implementing the subsystem are analyzed by an expert in that subsystem. An annotation environment was created where populated subsystems are curated and projected to new genomes. A portable notion of a populated subsystem was defined, and tools developed for exchanging and curating these objects. Tools were also developed to resolve conflicts between populated subsystems. The SEED is the first annotation environment that supports this model of annotation. Here, we describe the subsystem approach, and offer the first release of our growing library of populated subsystems. The initial release of data includes 160,177 distinct proteins.
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with 2133 distinct functional roles. This data comes from 173 subsystems and 383 different organisms.

INTRODUCTION

In the 10 years since the first complete bacterial genome was released in 1995 (1) there has been an exponential growth in the number of complete genomes sequenced. More than 200 complete genomes have been released, and based on past growth we anticipate that the 1000th genome will be sequenced at some point during 2007 (Figure 1). This rapid release of data reinforces the need for high-throughput annotation systems that provide reliable and accurate results.

In response to these challenges the Fellowship for Interpretation of Genomes (FIG) launched the ‘Project to Annotate a 1000 Genomes’. The Project embodies a specific strategic view of how to approach high-throughput annotation: the effort is organized around subsystem experts, individuals who master the details of a specific subsystem and then analyze and annotate the genes that make up that given subsystem over an entire collection of genomes.

We argue that a subsystems based approach provides many benefits compared to more traditional techniques of genome annotation:

(i) The analysis of a single subsystem over a large collection of genomes produces far more accurate annotations than the common approach of annotating the genes within a single organism. In fact the usual ‘gene-by-gene’ approach ensures that in most cases the individual annotating an entire genome lacks specific expertise related to the role of each gene.
(ii) The annotation of protein families rather than an organism at a time brings to bear specialized expertise and consequently leads to improvements over ‘gene-by-gene’ annotations of one genome. Just as the analysis of families offers a significant improvement over the annotation of individual genes, the analysis of sets of related protein families (i.e. those containing genes that make up a single biological subsystem) is more productive than the analysis of single families in isolation. Indeed, the fact that ‘The presence or absence of metabolic pathways and structures provides a context that makes protein annotation far more reliable’ (2) has now become clearly established.

(iii) It is both more straightforward and less error prone to automatically project annotations from a set of populated subsystems covering a diverse set of organisms than to project individual annotations using the existing automated pipelines. This is leading to the development of rule-based extension systems that will quite probably achieve superior accuracy (http://www.ebi.ac.uk/swissprot/Publications/dagstuhl.html).

(iv) A collection of annotations organized around specific subsystems covering a large number of diverse organisms represents a central resource for other bioinformatics efforts such as metabolic reconstruction, stoichiometric modeling and gene discovery (3).

This paper describes the subsystem-based approach to high-throughput genome annotation. The broad concepts of this approach are described and several examples of annotated subsystems are provided. Supplementary online material consisting of 173 subsystems has been released. Additionally, our open-source software for their creation and curation is provided.

WHAT IS A SUBSYSTEM

A subsystem is a set of functional roles that together implement a specific biological process or structural complex

![Figure 1. Accumulation of complete archaean and bacterial genome sequences at NCBI 1994–2004, and prediction of the release of genomes through 2010. Data from http://www.ncbi.nlm.nih.gov/genomes/lproks.cgi was extracted and plotted by year as shown with the crosses. Data from 2004–2010 is projected by the power law and is represented by open circles. At the current rate of growth, the 1000th complete microbial genome will be released in late 2007 or early 2008.](image-url)
(Table 1). A subsystem may be thought of as a generalization of the term pathway. Thus, just as glycolysis is composed of a set of functional roles (glucokinase, glucose-6-phosphate isomerase and phosphofructokinase, etc.) a complex like the ribosome or a transport system can be viewed as a collection of functional roles. In practice, we put no restriction on how curators select the set of functional roles they wish to group into a subsystem, and we find subsystems being created to represent the set of functional roles that make up pathogenicity islands, prophages, transport cassettes and complexes (although many of the existing subsystems do correspond to metabolic pathways). The concept of populated subsystem is an extension of the basic notion of subsystem—it amounts to a subsystem along with a spreadsheet depicting the exact genes that implement the functional roles of the subsystem in specific genomes. The populated subsystem specifies which organisms include operational variants of the subsystem and which genes in those organisms implement the functional roles that make up the subsystem. Each column in the spreadsheet corresponds to a functional role from the subsystem, each row represents a genome, and each cell identifies the genes within the genome that encode proteins which implement the specific functional role within the designated genome (Figure 2).

The act of populating the subsystem amounts to adding rows (i.e. genomes) to the spreadsheet.

Since these concepts are fundamental to our discussion we are illustrating them in Figure 2.

Note that each row in the spreadsheet has an associated variant code. The set of roles that make up the example subsystem include all of the functional roles needed to encode three common variants of the pathway. The variant codes distinguish three alternative means of converting N-formimino-L-glutamate to L-glutamate.

We have adhered to the position that experts encoding subsystems must decide exactly which functional roles to include (and exactly how to express each functional role), as well as what variant codes to use. We have restricted the use of two variant codes: 0 to represent work in progress and −1 to represent no operational variant.

<table>
<thead>
<tr>
<th>Table 1. Glossary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annotation</strong></td>
</tr>
<tr>
<td><strong>Clearinghouse</strong></td>
</tr>
<tr>
<td><strong>Functional role</strong></td>
</tr>
<tr>
<td><strong>Functional variants</strong></td>
</tr>
<tr>
<td><strong>Missing gene</strong></td>
</tr>
<tr>
<td><strong>Populated subsystem</strong></td>
</tr>
<tr>
<td><strong>Product name</strong></td>
</tr>
<tr>
<td><strong>Protein family</strong></td>
</tr>
<tr>
<td><strong>Subsystem</strong></td>
</tr>
<tr>
<td><strong>Subsystem connections</strong></td>
</tr>
<tr>
<td><strong>Variant code</strong></td>
</tr>
</tbody>
</table>

**A FRAMEWORK FOR DEVELOPING A PRECISE VOCABULARY FOR FUNCTIONAL ROLES**

Controlled vocabularies have often been proposed in computer-assisted annotations and data mining (4,5). Subsystems technology supports the definition of a controlled vocabulary for gene function. Domain experts, by defining the functional roles that make up the subsystems that they curate, impose a precise vocabulary for assignment of function to the genes that implement the subsystem. Since the term ‘gene function’ has come to have several meanings, it is important to distinguish between four concepts:

(i) A **functional role** is an abstract function such as ‘Aspartokinase (EC 2.7.2.4)’. Subsystems are sets of such abstract functions.

(ii) The notion of **product name** refers to a short text string that someone has used to represent the function of the protein encoded by a gene. There are no constraints on the strings used as product names, and it is common to see the same abstract function denoted by numerous similar expressions such as ‘Aspartokinase, Aspartokinase II, aspartate kinase’ etc.

(iii) By the term **protein family** we mean a collection of proteins that have been grouped by some curation team. The UniProt effort is producing one particularly valuable collection of families. Within that effort, the protein family represents a set of proteins that share a common domain structure. That is, they may actually implement the same or multiple functional roles. Within our work, there is no explicit concept of protein family; the closest notion would be ‘the set of genes within a single column of the spreadsheet in a populated subsystem’. However, a single column often contains proteins with distinct domain structure (e.g. both unfunctional and multifunctional proteins often occur within a single column), and in some cases genes encoding non-homologous proteins, which implement a single function have been included within a single column. We have developed tools to support comparison between protein families from a variety of sources and the proteins encoded by the genes in a
Figure 2. Subsystem and Populated Subsystem. The Histidine Degradation Subsystem was used as an example to demonstrate relevant terms. (A) The subsystem comprises of 7 functional roles (e.g. Histidine ammonia-lyase (EC 4.3.1.3), Urocanate hydratase (EC 4.2.1.149) etc.). Together with the spreadsheet it becomes the 'Populated subsystem'. (B) The Subsystem Spreadsheet is populated with genes from 8 organisms (simplified from the original subsystem) where each row represents one organism and each column one of the functional roles of the subsystem. Genes performing the specific functional role in the respective organism populate the respective cell. Gray shading of cells indicates proximity of the respective genes on the chromosomes. (C) The Subsystem Diagram illustrates the populated subsystem: key intermediates (circles with roman numerals), connected by enzymes (boxes with abbreviations matching the spreadsheet abbreviations) and reactions (arrows). There are three distinct variants of Histidine Degradation presented in this populated subsystem. Variant 1 (green shading) is present in Caulobacter crescentus, Pseudomonas putida and Xanthomonas campestris. N-Formiminoglutamte (IV) is converted to L-Glutamate (VI) via N-Formyl-L-Glutamate (V) by enzymatic activities of Formimino glutamate iminohydrolase (EC 3.5.3.13) (ForI) and of N-formylglutamate deformylase (EC 3.5.1.68) (NfoD). Variant 2 (yellow shading) is present in Halobacterium sp., Deinococcus radiodurans and Bacillus subtilis. In this variant the conversion from intermediate IV to VI is performed by Formimino glutamte (EC 3.5.3.8) (HutG). Variant 3 (blue shading) is present in Bacteroides thetaiotaomicron and Desulfotula psychrophila. Here the Glutamate formiminotransferase (EC 2.1.2.5) (GluF) performs the conversion from intermediate IV to VI.
single column in a populated subsystem. These comparisons are valuable but it is important to realize that we are producing sets of genes that encode proteins capable of implementing a single functional role, while the underlying restrictions on what make up a protein family often differ markedly from this notion.

(iv) The notation of annotation is often used to refer to an unstructured text string associated with specific genes and/or proteins.

To illustrate our use of these terms, consider the product name ‘Lysine-sensitive aspartokinase III’. It implements the functional role ‘Aspartokinase (EC 2.7.2.4)’, which a curator has included in the subsystem ‘Lysine_Biosynthesis_DAP_Pathway’. The curator may have well attached the annotation ‘Cassan et al., 1986 Nucleotide sequence of lycC gene encoding the lysine-sensitive aspartokinase III of Escherichia coli K12. Evolutionary pathway leading to three isofunctional enzymes, J. Biol. Chem. 261, 1052-1057’ for the respective E.coli K12 gene, justifying the use of this specific product name.

To this mix of concepts we add the notion subsystem connection. A gene can be connected to one or more functional roles, which induces connections to specific subsystems (those that contain the specific functional roles). In the example above it would be the connection to the subsystem ‘Lysine_Biosynthesis_DAP_Pathway’.

Although product names often include special properties (e.g. ‘thermostable’ or ‘lysine-sensitive’), and occasionally clues of function (e.g. ‘similar to death associated protein kinase’), subsystem connections unambiguously reference specific functional roles included in the definition of a subsystem.

Initially, the number of populated subsystems grew rapidly including numerous metabolic pathways, as well as non-metabolic subsystems ranging from flagella (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=Flagellum&request=show_ssa, pathogenicity islands, http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=Mannose-sensitive_hemagglutinin_type_4_pili&request=show_ssa), and secretory systems (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=General_secretory_pathway_(Sec-SRP)_complex_(TC_3.A.5.1.1)&request=show_ssa) through complexes like the ribosome and proteasome. As both subsystems and the consequent subsystem connections matured there was considerable overlap between subsystems. Users developing subsystems on their own machines and sharing them through the clearinghouse exacerbated the differences in style, and hence conflicts between subsystems. For example, functional roles corresponding to the notion of aconitase exist in at least three distinct subsystems: the TCA cycle (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=TCA_Cycle&request=show_ssa), the methylcitrate cycle (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=Methylcitrate_cycle&request=show_ssa), and glyoxylate synthesis (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=Glyoxylate_Synthesis&request=show_ssa) developed independently by different curators. In at least one instance a curator wished to carefully distinguish these three distinct forms of the enzyme. Initially each curator annotated the same protein-encoding genes with different functional roles, however this quickly became untenable—i.e. conflicts arose. To support uniform terminology required that the conflicts be detected, and be resolved by renaming functional roles to a consistent vocabulary employed consistently by all three subsystems.

Rather than impose a centralized mechanism for resolving such conflicts, a completely decentralized approach was used. To facilitate coordination and communication between end users, to aid with conflict resolution, and to eliminate redundancy, a multi-author website was developed using Wiki technology (http://www-unix.mcs.anl.gov/SEEDWiki/moin.cgi/MoinMoin). The subsystem bulletin board (http://www.theseed.org/wiki/moin.cgi/SubsystemBulletinBoard) provides an overview of the subsystems and highlights individual researcher’s efforts. For a more detailed discussion of each of the subsystems, a Forum was developed using vBulletin technology (http://www.vbulletin.com/). The Forum (http://www.subsys.info) has subsystems separated by class, and each subsystem has a discussion arena for the deposition of comments, questions, suggestions and ideas. In addition to these resources, interactive conflict detection and resolution software was developed for the installation of subsystems in the SEED database.

Ultimately the success of our approach has been based on the good will and common desire to produce a consistent, precise vocabulary for functional roles, and we feel that this has worked well. It has produced a situation in which, at any given time, conflicts may exist because new subsystems are being developed or existing ones extended. But the attention of curators is being alerted to those instances by the development of tools that point to the conflicts. No centralized authority is being employed (although, in fact, on occasion curators do settle disagreements by consulting with outside experts). Conflicts can be of various types ranging from simple differences in spelling of functional roles to disagreements relating to specificity and numerous other issues. In all cases curators have reached settlements through discussions that lead to either consensus names or extended names. Once agreement has been reached and consistency established, changing the precise string of text that describes a functional role at some later point in time is trivial.

The result has been a vocabulary for functional roles that is precise, reasonably consistent, and rapidly improving. Our strategy for coupling this vocabulary with widely practiced ontologies such as GO will be to attach GO terms to each of the functional roles (inducing connections to genes via subsystem connections).

SUBSYSTEMS: A TECHNOLOGY INDEPENDENT OF ANNOTATION SYSTEMS

The subsystems technology described herein was developed with two primary goals in mind.

The first goal was to define a simple, portable text representation of a populated subsystem. This allowed populated subsystems to be exchanged, archived and updated over the Internet.

And the second goal to develop a clearinghouse where curators can publish populated subsystems for exchange with other users. The clearinghouse is available for direct querying from within a program (http://clearinghouse. theseed.org/) or via a web-browser (http://clearinghouse. theseed.org/clearinghouse_browser.cgi).
The development of this technology ensured that the subsystems information could be shared in a platform-independent manner, without requiring any centralized resource (such as a pathway collection). Any annotation environment can be developed or modified to support the creation and curation of subsystems using the clearinghouse (or, a local clearinghouse, if desired) as a repository.

THE SEED TECHNOLOGY TO SUPPORT SUBSYSTEMS

The SEED annotation environment is the first annotation environment that supports the creation, curation, population and exchange of subsystems. It supports publishing subsystems to a clearinghouse, and the downloading and installation of subsystems developed at other sites.

The SEED was developed by an international collaboration led by members of FIG and Argonne National Laboratory (6). The software is being made available as open source software released under the GNU public license (GPL) from the ftp site ftp://ftp.theseed.org/SEED.

Only a few enhancements would have to be added to any existing annotation system to support analysis of subsystems, and this functionality would extend existing software. The software would have to be extended to encode populated subsystems as objects and decode the populated subsystems as they are retrieved from the clearinghouse. Software would need to be included to publish and request populated subsystems from the clearinghouse. The software would have to be able to define the functional roles in initial subsystems, and to establish the subsystem connections between protein-encoding genes, functional roles and subsystems.

EXAMPLE POPULATED SUBSYSTEMS

Our populated subsystems were assembled into a single collection with a consistent formulation of functional roles and released via the web (http://www.theseed.org/Release1_Subsystems/index.html). An open source collection of software tools has been released via FTP ftp://ftp.theseed.org/SEED. To illustrate the advantages of subsystem based annotations over ‘traditional’ annotation systems several subsystems are described below:

Leucine Degradation and HMG-CoA Metabolism (http://www.theseed.org/annocopy/FIG/subsys.cgi?ssa_name=Leucine_Degradation_and_HMG-CoA_Metabolism&request=show_ssa)

The populated subsystem presenting the leucine catabolism/ HMG-CoA synthesis is depicted in Figure 3. An earlier analysis of some parts of this subsystem was presented elsewhere (7).

In humans leucine catabolism is coupled to sterol biosynthesis via a hydroxymethylglutaryl-coenzyme A (HMG-CoA) intermediate. The pathway is well characterized because defects in individual steps cause hereditary metabolic disorders like isovaleric acidemia, methylcrotonylglycinuria, methylglutaconic aciduria and 3-hydroxy-3-methylglutaric aciduria (8,9,10). Moreover, the human enzyme HMG-CoA reductase is a target in cardiovascular disease therapy because of its rate-limiting role in sterol biosynthesis (11). In contrast, only the early catabolic steps had been characterized in bacterial genomes—no genes were directly connected to enzymatic steps beyond isovaleryl-CoA (metabolite II in Figure 3B).

Attempts to project from known eukaryotic genes based exclusively on homology searches produced ambiguous results because most of the enzymes in this pathway are members of large families of paralogs.

A combination of functional and genome context analysis, as depicted in the populated subsystem spreadsheet (Figure 3C) provided convincing evidence for the presence of the entire pathway of leucine catabolism in a number of diverse bacteria. A large conserved gene cluster containing reliable bacterial orthologs of two known human genes committed to this pathway was observed (Figure 3D). The gene yngH present in Bacillus and other bacteria is an ortholog of the human Methylcrotonyl-CoA carboxylase carboxyl transferase subunit (EC 6.4.1.4) while the neighboring gene yngG is an ortholog of HMG-CoA lyase (EC 4.1.3.4). This observation enabled the refinement of functional annotations for two additional bacterial genes in the same cluster (yngJ, an ortholog of Isovaleryl-CoA dehydrogenase (EC 1.3.99.10) and yngF, an ortholog of Methylcrotonyl-CoA carboxylase biotin-containing subunit (EC 6.4.1.4). Because these were weak homologs they could not be accurately characterized without considering the chromosomal neighborhood. The prediction (either the bacterial nor the eukaryotic versions of methylglutaconyl-CoA hydratase were sequenced at that point) of yngG performing this function was projected from Bacillus to the human homolog. Later this prediction was proven correct by two independent publications that provided the experimental verification of the function encoded by this human gene (12,13).

Another functional inference from the analysis of this subsystem was a connection between leucine catabolism and acetoacetate metabolism (as illustrated in Figure 3B). This observation suggested a physiologically relevant extension of the HMG-CoA subsystem beyond its traditional boundaries. Two forms of yngP (encoding the methylcrotonyl-CoA carboxylase biotin-containing subunit (EC 6.4.1.4) were observed—the most common form, a fusion of biotin carboxylase and a C-terminal biotin carboxylase carrier protein domain and a rare form, in which the biotin carboxylase and the downstream biotin carboxylase carrier protein-encoding gene are separate (as in B.subtilis). The subsystems
approach allows for different variants of enzymes as shown in Figure 3. Panels B and C in Figure 3 illustrates the analysis of functional variants of a subsystem. Most of the subsystem protein-encoding genes are conserved in those species that have a functional (‘nonzero’) variant. However, E. coli and Staphylococcus aureus do not have a functional variant leading to the inference that they are incapable of catabolizing leucine using this pathway. Consequently, they were marked ‘−1’ in the subsystem spreadsheet (Figure 3C). A distinction between the functional variants 1–3 was made based on the downstream component of the subsystem: the alternative routes of conversion of acetoacetate to succinate (intermediate V in Figure 3B). This was either via Succinyl-CoA:3-ketoacid-coenzyme A transferase subunits A and B (EC 2.8.3.5) (variant 2; e.g. Brucella melitensis) or via Acetoacetyl-CoA synthetase (EC 6.2.1.16) (variant 3; e.g. Gmelinoper metalldireduct and Shewanella oneidensis). Both routes were possible in variant 1, as exemplified by both human and B. subtilis, although clustering on the chromosome suggests that in the latter species an AACS-dependent reaction may be preferred or co-regulated with the other components of the subsystem. This example illustrates how prokaryotic chromosomal clustering can influence the interpretation of pathways, prediction of missing genes and projection of annotations between prokaryotic and eukaryotic genes. The observations also contributed to interpretation of the evolutionary history of a large and diversified group of proteins. More such examples have been published elsewhere (3,14).

Coenzyme A biosynthesis subsystem (http://www.theseed.org/annocify/FIG/subsys.cgi?ssa_name=Coenzyme_A_Biosynthesis&request=show_ssa)

Coenzyme A (CoA) is a universal and essential cofactor in all forms of cellular life (15). Earlier bioinformatics analysis of CoA biosynthesis revealed a number of interesting variations between species (3,16,17). In the respective SEED subsystem (see Figure 4), this analysis was extended to >250 diverse genomes. A five-step pathway from pantetheine (vitamin B₇) to CoA is the universal component of the subsystem conserved in the majority of species. The most variable aspect of this pathway is pantetheine kinase (PANK). Three non-orthologous forms of PANK are presently known, and, in some cases, two alternative forms are present in the same organism. A recently identified and characterized CoA-like (type III) pantetheine kinase (PANK3) appears to be more common in the bacterial world than the ‘classic’ PANK1 (18). Nevertheless, in most genomes, homologs of PANK3 have misleading annotations (e.g. ‘BVG accessory factor’). The populated subsystem allows one to suggest reliable annotations for these proteins in many bacterial genomes, strongly supported by the strict requirement of PANK for CoA biosynthesis. The eukaryotic-like PANK2 was predicted (19) and subsequently verified (20) as the only PANK in all Staphylococcus species.

A possible fourth non-orthologous form of PANK can be inferred from the analysis of Archaia. The candidate for the missing archaeal PANK is a member of the GMP kinase family which clusters on the chromosome with several other CoA biosynthetic genes in some Archaia (i.e. PAE3407 of Pyrobaculum aerophilum). Another conserved family (represented by PAE1629 of P.aerophilum) may fulfill the role of dephospho-CoA kinase (DPCK), which is still ‘missing’ in all Archaia. This conclusion is based on a long-range sequence similarity with bacterial and eukaryotic enzymes (as suggested by the tentative annotation of COG0237 at NCBI http://www.ncbi.nlm.nih.gov/COG/old/palox.cgi?COG0237).

Both functional predictions [also suggested by (17)] require experimental verification. Among other problems within this subsystem is a missing aspartate decarboxylase in a number of genomes with an otherwise complete set of genes for the de novo synthesis. Several examples illustrating major functional variants of the subsystem are outlined in Figure 4. An algorithm of semi-automated variant classification and a brief analysis of the key operational variants of CoA biosynthesis were recently published (21). Most species implement either complete de novo biosynthesis (variants 1–3) or a five-step pantetheine salvage (variant 4). A relatively small group of bacteria, most notably obligate intracellular pathogens and symbionts, display a variety of truncated pathways. For example, a disrupted pattern (missing PANK, PPCS and PPDCD) observed in Buchnera aphidicola suggests a possible metabolic exchange between this endosymbiont and the aphid host cell. According to this hypothesis, pantetheine produced but not utilized by B.aphidicola may be fed directly into the universal pathway of the host. The latter may pay back by providing a phosphopantetheine intermediate required for the last two steps of CoA synthesis in B.aphidicola. Several other interesting aspects of this subsystem are discussed in the supplementary materials (http://www.theseed.org/Release1_Subsystems/index.html).

Figure 4. CoA Biosynthesis Subsystem. Functional roles, abbreviations, key intermediates and reactions in the pathway diagram are presented using the same conventions as in Figure 2. Background colors in the diagram illustrate the comparison of subsystem variants by highlighting functional roles asserted in two organisms. E. coli (yellow) and H. sapiens (blue). Shared functional roles are highlighted green. The lower panel is a modification of the subsystem spreadsheet. It shows a classification of major subsystem variants representing a substantially different reaction topology revealed by semi-automated graph analysis as described in (21). Selected genomes unambiguously associated with each variant are shown after variant description (e.g. De novo, complete/100). Patterns of functional roles which constitute each functional variant are generalized by: ‘-‘, presence of a gene (for a given role) is required; ‘:’, optional; ‘?’, function is inferred by pathway analysis but a gene is unknown or ‘missing’ (i.e. cannot be located by similarity). Typical sub-variants characterized by the same topology but relying on alternative (non-orthologous) forms of specific enzymes (e.g. PANK) are illustrated by the following genomes: E. coli K12 [NCBI taxonomy ID 83333.1], D. radiodurans R1 [243230.1], S. aureus subsp. aureus N315 [158879.1], S. oneidensis MR-1 [211586.1], G. metalldireduct [28232.1], SACchromyces cerevisiae [4932.1], P. aerophilum str. IM2 [177306.1], Streptococcus pneumoniae R6 [171101.1], Thermus aquaticus l3 [190702.1], H. sapiens [9068.2]. B. aphidicola str. APS (Acyrthosporn pi) [107808.1], Treponema pallidum subsp. pallidum str. Nichols [243276.1] and Chlamydia trachomatis D-UW/3/CX [272561.1]. Genes assigned with respective functional roles are shown by SEED unique IDs for all illustrated genomes except E. coli where common gene names are used. Matching background colors highlight genes that occur close to each other on the chromosome.
Ribosomal proteins (http://www.theseed.org/SubsystemStories/Ribosomal_proteins/abstract.htm)

Historically, ribosomal proteins were identified in several important experimental organisms, including E.coli, Bacillus species, yeast, rat and Halobacterium. In each case, a unique nomenclature was developed. More recently, several groups sought unified nomenclatures involving the availability of so many sequences. In the cases of Bacteria and Eukarya, these efforts were hugely successful. The most problematic aspects of the conventions were (i) the failure to uniformly indicate whether a given label is based upon the bacterial or the eukaryal numbering, and (ii) the linking of equivalent eukaryal and bacterial terms. There are only two proteins (S3 and L3) for which the bacterial and eukaryal numbers are the same.

This created a particularly confusing situation when the bacterial nomenclature was applied to Archaea, except when no bacterial homolog existed, in which case the eukaryal label was applied.

To address these problems a dual labeling was applied in which bacterial proteins were given the bacterial label (always explicitly including the "p", e.g. S3p), followed by the designation of the corresponding eukaryal protein in parentheses (always with the explicit "e", e.g. S2e). Similarly, in the case of eukarya, the eukaryal protein designation is given first, followed by the bacterial label in parentheses. In the case of Archaea, in all but a few cases the proteins are clearly of the eukaryal genre, and the eukaryal term is given first. One of the most important consequences of this nomenclature is that a text-based search is always unambiguous as to whether the bacterial or eukaryal numbering is desired. For example, a search for L11p will return bacterial L11 and eukaryal L12, but not bacterial L5 (the equivalent of eukaryal L11). A second key decision was to use the terms LSU and SSU to distinguish the subunits, rather than 30S, 40S, 50S and 60S. In addition to further unifying the nomenclature, it avoids two key sources of confusion. Several eukaryal ribosomes (especially organelar ribosomes) have been assigned to "non-standard" sizes. Thus, searching for 50S and/or 60S was not sufficient to ensure that all ribosomes were distinguished. But more importantly, it avoids the temptation to use 50S to designate the LSU of a eukaryal mitochondrial ribosome. Instead, we have explicitly identified all organelar proteins by 'mitochondrial' or 'chloroplast'.

The development of this nomenclature demonstrated the power of the subsystems approach for encoding non-metabolic pathways, and the utility of functional roles in describing a controlled vocabulary for gene product function.

Perhaps, the most obvious difference between our work and these projects is that we have made it possible for all researchers to immediately develop detailed encodings of their particular area of expertise, to make these new encodings available to the research community, and to import the work of others in constructing a customized collection of subsystems covering their specific needs. This radically decentralized effort offers a different set of incentives for domain experts to participate, which is precisely what will be needed to improve existing annotations.

The primary utility of annotated subsystems relates to the fact that a populated subsystem often supports substantially more accurate assignments of function to genes.

In addition the analysis of the populated subsystem allows one to arrive at a precise notion of which forms (i.e. which variants) of the subsystem exist in which organisms.

Further, the spreadsheet included in a populated subsystem often makes it vividly clear that a gene implementing a specific functional role is very likely to exist, even though it has not yet been identified. These so-called missing gene problems occur with surprising frequency. In the two metabolic examples presented in this paper and in various instances published in the Supplemental Material we show in detail a few instances in which conjectures could easily be formulated once the actual presence of a missing gene had been identified.

Finally, the presence of an extensive set of annotated subsystems lays the foundation for an accurate characterization of the metabolic network present in each organism.

The existence of a collection of populated subsystems also has an impact on a number of important topics in bioinformatics:

(i) Over and over as we performed our analysis we found that genes that appeared to actually be missing in an annotated subsystem were, in fact, present within an open reading frame (ORF), but eluded identification by a gene-calling algorithm. For the functional roles represented in populated subsystems, it becomes possible to directly search for instances of these roles in cases in which there is reason to believe that such a gene must exist.

(ii) Once ORFs containing genes have been identified, the problem of accurately identifying the start of the gene remains. The most successful attempts have been based on alignments. We argue that use of genes that are both similar and believed to implement the same functional role will lead to substantial improvements over existing estimates. A team at Middle Tennessee State University has brought up a website (http://torvalds.cs.mtsu.edu/cgi-bin/start/starts.cgi) with initial results.

(iii) The search for regulatory sites in upstream regions of related genes has often led to success (25). Regulon analysis in combination with other techniques of comparative genomics was allowed to improve interpretation and to generate functional predictions in a number of metabolic subsystems (26,27). With the release of our initial set of annotated subsystems, we are making data available to support such analysis. For each annotated subsystem, we are providing sequences of upstream regions for each prokaryotic genome. Each sequence contains 300 bp of upstream sequence depicting the boundary of the adjacent gene (delimiting the intergenic gap), as well as 100 bp of the gene sequence itself.
(iv) The development of carefully curated protein families has historically been a key goal of bioinformatics for obvious reasons. The limitations of existing formulations relate to ambiguities in function assignment, a problem that is directly addressed by annotated subsystems. We have used this initial collection to create a list of refinements of UniProt annotations, and we will work to make sure that our analysis directly supports both the UniProt and other efforts to produce clean, comprehensive collections of protein families.

(v) Some of the most successful applications of bioinformatics technology relate to context analysis (3,28,29). In numerous cases, the clues that led to conjectures of function were based on the fact that related genes tend to cluster on prokaryotic chromosomes, tend to fuse and to co-occur. The annotated subsystems offer a framework for establishing the statistical properties needed to effectively exploit these tendencies.

(vi) The long-term goal of the subsystems approach is to bring every subsystem to a point where it has been carefully curated by one or more experts in the biological process encoded by the given subsystem. This approach will lead to the construction of an accurate phylogenetic context for each of the proteins within the subsystem, resulting in the ability to accurately trace the evolutionary histories of the catalytic domains that make up each subsystem [for a detailed illustration of this style of analysis, see ref. (30)].

(vii) Subsystems have also provided an approach for understanding the metabolism of environmental samples. A comparison of statistically significantly different subsystems present in different large environmental (metagenome) samples yielded unprecedented insights into the biology of these environments and lead to the generation of novel hypotheses to be tested by field biologists (R. Edwards, unpublished data).

THE RELEASE
Concurrent with the publication of this paper, an initial snapshot release of our collection of populated subsystems (which was a subset of those available via the SEED clearinghouse) was made. This subset is available in a format that makes the data easily accessible for use in other systems or as raw data. The current release of 173 populated subsystems is available without restriction via the web. The supplementary online subsystems material includes three main components:

(i) A set of 48 example subsystems. These constitute examples that have been curated in somewhat more detail and have led to interesting conjectures or research results in a number of cases. For each of these examples, we include the complete subsystem ‘frozen’ at the time of release, abstracts, presentations or summaries providing more detail about the subsystem and suitable for classroom use or lectures.

(ii) A set of 173 populated subsystems ‘frozen’ at the time of release that cover a large swath of central metabolism and other cellular processes.

(iii) Links to the current status of each subsystem. Each of the subsystems is continually being curated and populated as new genomes are added to the SEED and new comparisons become available. These links provide access to the most up-to-date annotations.

Each provided sequence was packaged with as many IDs as possible. For example, identifiers from FIG, UniProt, KEGG and NCBI (including GI number, gene number, UI or RefSeq ID), as well as identifiers from sequencing laboratories were included to ensure portability. The SEED release is itself open source software and can be acquired via FTP ftp://ftp.theseed.org/SEED. The system was developed to run on both Mac OSX systems and Linux systems.

CONCLUSIONS
Within 2–3 years we will all have access to over a thousand sequenced genomes. This data will grow to become the central resource in modern biology. Annotating this collection is the core challenge of modern bioinformatics. In this paper we describe a new approach to annotation based on idea of subsystems that promises to dramatically improve the quality and utility of annotations. This approach is central to the Project to Annotate 1000 genomes and has been implemented in a suite of tools for genome annotation. The approach and technology provide one way to involve many domain experts in the genome annotation process. The technology for developing these subsystems now exists, the technologies for supporting automated addition of new genomes to the collection of populated subsystems is now being developed, and the initial collection is being made available to the research community.
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ABSTRACT

Motivation: Novel sequencing techniques can give access to organisms that are difficult to cultivate using conventional methods. When applied to environmental samples, the data generated has some drawbacks, e.g. short length of assembled contigs, in-frame stop codons and frame shifts. Unfortunately, current gene finders cannot circumvent these difficulties. At the same time, the automated prediction of genes is a prerequisite for the increasing amount of genomic sequences to ensure progress in metagenomics.

Results: We introduce a novel gene finding algorithm that incorporates features overcoming the short length of the assembled contigs from environmental data, in-frame stop codons as well as frame shifts contained in bacterial sequences. The results show that by searching for sequence similarities in an environmental sample our algorithm is capable of detecting a high fraction of its gene content, depending on the species composition and the overall size of the sample. The method is valuable for hunting novel unknown genes that may be specific for the habitat where the sample is taken. Finally, we show that our algorithm can even exploit the limited information contained in the short reads generated by 454 technology for the prediction of protein coding genes.

Availability: The program is freely available upon request.

Contact: Lutz.Krause@CeBiTec.Uni-Bielefeld.DE

1 INTRODUCTION

Novel sequencing methods have recently revolutionized the field of genome research. The sequencing of samples isolated directly from the environment allows access to organisms that cannot be cultivated in the laboratory (Breitbart et al. (2002), Tyson et al. (2004), Venter et al. (2004)). Additionally, the massively parallel pyrosequencing system which was recently developed by 454 Life Science, Inc, has dramatically dropped the time and cost constraints of DNA sequencing (Margulies et al. (2005)). The application of 454 technology provides larger amounts of sequences at a lower cost compared to traditional DNA sequencing methods. These sequences are of great value for the identification of novel genes that can not be found in organisms cultured with traditional methods. The importance of such approaches is stressed by the fact that only a fraction of the living organism found in natural environments can be cultured by conventional methods (Tringe and Rubin (2005)).

The isolation and sequencing of DNA derived from diverse and mixed microbial communities is known as metagenomics, environmental genomics or ecogenomics. Although still in its infancy, this rapidly developing field has provided striking insights into the ecology and evolution of natural occurring microbial communities. Fields such as health and biotechnology have already benefited from metagenomics (Lombardot et al. (2006), Furrie (2006), Schloss and Handelsman (2003), Edwards and Rohwer et al. (2005), Edwards et al. (2006)).

Gene finding in environmental samples

Two different approaches are applied for predicting protein coding genes in bacterial genomes; intrinsic and extrinsic methods. Intrinsic methods (e.g. GLIMMER Delcher et al. (1999), GENEMARK Besemer and Borodovsky (1999)) analyze sequence properties of genomes to discriminate between coding sequences (CDS) and non-coding ORFs (NORFs). These methods exploit the different compositional properties of coding and non-coding sequences, which are mainly caused by a bias on codon usage in the CDS to optimize the translation efficiency (Gouy and Gautier (1982)).

In contrast, extrinsic methods (e.g. CRITICA Badger and Olsen (1999), ORPHEUS Frishman et al. (1998)) predict genes by searching for stretches of DNA that were conserved during evolution. The success of extrinsic methods can be explained by the fact that during evolution most of the new genes are formed by duplication, rearrangement and mutation events of existing genes (Chothia et al. (2003)).

The prediction of protein coding genes in environmental samples is problematic for several reasons. One is the low sequence quality of the assembled contigs which may lead to frame shifts and in-frame stop codons in the CDSs contained therein. Another problem is that assembled contigs may be too short to reveal the genome specific sequence properties, which are crucial in the application of intrinsic gene prediction methods. These reasons limit their application to environmental samples. Currently, the majority of the CDSs in environmental samples are identified based on a BLAST search against databases of known proteins.
Species that are abundant in natural environments will also be over-represented in the samples. These species do not represent a problem while assembling them, and large stretches of their genomes can be obtained. But, the under-represented species constitute a challenge since for those only short contigs with low coverage are obtained. One problem related to the low coverage is that these contigs are even more prone to contain in-frame stop codons or frame shifts. Therefore, applying existing gene finders to environmental samples is fraught with difficulties because they were not designed to cope with this type of errors and short contigs.

Strategy
The main idea for the novel gene prediction method presented in this work is to search for stretches of DNA that are conserved within the environmental sample. Here, the algorithm does not rely on a pairwise sequence comparison, but instead it combines information from all BLAST hits at the same time. Conserved coding sequences are discriminated from conserved non-coding regions based on their synonymous substitution rate.

In functional proteins, the coding genes show a much higher number of synonymous substitutions than in non-coding sequences. The rate of synonymous to non-synonymous substitutions \( (k_s/k_a) \) reflects the interchange of positive selection and neutral evolution. Therefore, investigating the number of synonymous and non-synonymous substitutions can supply valuable information on whether or not a sequence stretch is under constraint for functional selection. This information can be used for the identification of genes in bacterial and eukaryotic genomes (Badger and Olsen (1999), Nekrutenko et al. (2003a), Nekrutenko et al. (2003b) and Moore and Lake (2003)).

For the prediction of protein coding sequences contained in a contig from an environmental sample, first a BLAST search against a nucleotide database is conducted. For this in principle any nucleotide database can be used, e.g. databases containing complete genomes, metagenomes or known genes. To search for novel habitat specific genes a BLAST search against a database that exclusively contains all sequences from that sample can be employed. Subsequently, the algorithm needs to discriminate if the BLAST hits match conserved coding sequences, conserved non-coding regions, or shadows of CDSs in another reading frame. Additionally, a CDS may be embedded in long BLAST hits. For this case, the gene boundaries need to be identified. Given all BLAST hits for a contig, the algorithm will find the best path through all hits at the same time. In order to accomplish this task, several different features are taken into account: (a) the synonymous substitution rate at each position in the contig, (b) the positions of stop codons in the contig and (c) the position of stop codons in matching database sequences. Additionally, the end of BLAST hits are considered as possible indications for the boundaries of coding regions.

In the gene prediction process the algorithm will avoid in-frame stop codons, but otherwise will favor regions with a high synonymous substitution rate. The outcome of the BLAST hits are used to assign six scores to each nucleotide, one for each of the six possible reading frames, reflecting the nucleotides coding potential in this reading frame. Scores are assigned by counting the number of synonymous and non-synonymous substitutions at each position for each of the six reading frames. As a result, a scoring matrix with scores for each nucleotide in the contig is obtained. Based on these scores, a dynamic programming method is applied to find the optimal path through the matrix that maximizes the overall score (the sum of all scores on the path). The usage of a combined score for all BLAST hits should result in a superior performance compared to methods that rely on simple pairwise sequence alignments. The advantage should be particularly profound when a database of low quality with short contigs and many frame shifts is used for the BLAST based search for conserved sequences.

2 METHODS
The gene prediction algorithm

The algorithm can be divided into four phases: (1) a BLAST based search for conserved sequences (2) the calculation of combined scores (3) the prediction of coding sequences by dynamic programming and (4) the postprocessing.

Phase 1: Blast based search for conserved sequences During the first phase of the algorithm a BLAST search against a nucleotide database is conducted. Hereby, the contig as well as all sequences in the database are translated into all six reading frames (if the database contains known genes only the contig will be translated into all six reading frames). As the BLAST search is conducted on the amino acid level, each obtained hit is associated with a specific reading frame in the contig. The BLAST hits obtained are filtered, hits with \( k_s/k_a < 1 \) are excluded from the subsequent analysis as these do not indicate the presence of a coding sequence.

Phase 2: Calculation of combined scores In the second phase of the algorithm, the remaining hits are used to assess the coding potential of each nucleotide in the contig. Given a contig \( c \) of length \( n \), \( c[i] \) denotes the nucleotide at position \( i \) of that contig \( 1 \leq i \leq n \). A nucleotide \( c[i] \) could be coding in one of the six reading frames \( k \in \{ -3, -2, -1, +1, +2, +3 \} \), or non-coding, denoted by \( k = 0 \). For each position \( i \) and for each reading frame \( k \), the number of synonymous and non-synonymous substitutions at position \( i \) are counted (Figure 1). This is done by comparing the nucleotide sequence of the contig to the nucleotide sequence of all BLAST hits in this reading frame. The number of synonymous and non-synonymous substitutions are used to score that \( c[i] \) is coding reading frame \( k \). Synonymous substitutions contribute with a positive score, non-synonymous substitutions with a negative score. Additionally, the correct ends of the coding sequences need to be determined. Therefore, stop codons in the contig are penalized with a negative score in the according frame. For a given BLAST hit both the contig and the matching database sequence of the BLAST hit may contain stop codons. To discriminate between real stop codons and stop codons introduced by sequencing errors, additionally negative scores are applied for: (a) all stop codons in the database sequences of the BLAST hits, (b) for ends of BLAST hits, as these also may indicate the boundaries of genes (Figure 1). Subsequently, each score obtained is normalized by the number of hits that contribute to that score. Using this strategy for all BLAST hits in reading frame \( k \), a single combined score that reflects the coding potential of the contig at position \( i \) in this reading frame is derived. Additionally, for \( k = 0 \) a score of zero is assigned to each position \( i \) of the contig. As a result, a scoring matrix \( s_{ik} \) is derived which provides a position specific score that the contig is coding in one of the six reading frames or non-coding (Figure 1).

Phase 3: Prediction of coding sequences Coding sequences are predicted in the third phase. To assign one of the six reading frames \( k \) (or \( k = 0 \) for non-coding) to each position of the contig, the algorithm searches for the path in the scoring matrix \( s_{ik} \) that maximizes the sum of all scores on the path. According to the optimal path, each position \( i \) of the contig is subsequently labeled with the frame \( k \) it passes through at this position. Depending on their reading frame, genes may only start or
stop at certain positions. Therefore, a valid path may not jump arbitrarily between frames, but instead underlies certain restrictions. To be precise, the set $V(i, k)$ of all valid precursors of a frame $k$ at position $i$ is defined as:

$$V(i, k) = \begin{cases} 
  \{ j, 0, -j \} & \text{if } k = 0 \\
  \{ k, 0, -k \} & \text{if } |k| = j \\
  \{ k \} & \text{otherwise.}
\end{cases}$$

where $j = (i - 1) \mod 3 + 1$. Figure 2 depicts the scoring matrix of combined scores and the calculation of the optimal path. This figure also introduces several terms used in the following. The optimal valid path for a scoring matrix $S_A$ can be calculated using dynamic programming by the following recursion:

$$f_i(k) = \max_{k' \in \mathbb{V}_{i,4}} \begin{cases} 
  f_{i-1}(k') + s_{d} + 2q & \text{if } k < 0 \text{ and } k' > 0 \\
  f_{i-1}(k') + s_{d} + q & \text{if } k' \neq 0 \text{ and } k' \neq k \\
  f_{i-1}(k') + s_{d} & \text{otherwise}
\end{cases}$$

where $q$ is a negative score that is added to leave a gene on the forward strand or to enter a gene on the reverse strand ($2q$ are added if a gene on the forward strand is left and a gene on the reverse strand is entered at the same time). Thus, $q$ is added for each $S'$ end of a gene on a path. The penalty $q$ was introduced to predict genes only in areas with sufficient coding evidence. The calculated value $f_i(k)$ is the maximal score of all paths that enter $s$ at position 1 and pass through $k$ at position $i$.

**Phase 4: Postprocessing** During the post-processing phase, the predictions are joined and frame shifts are identified. When a BLAST search against a database of short contigs is employed, genes may be covered only partially by hits which may result in the prediction of several fragments. This is particularly profound when a BLAST search against reads provided by the 454 technology is conducted. Therefore adjacent predictions within the same reading frame are joined if (a) their distance on the contig does not exceed 400 bp and (b) the sequence of the contig that separates the predictions does not contain an in-frame stop codon.

To identify frame shifts that were introduced by sequencing errors all adjacent predictions located on the same strand but within a different reading frame are predicted as frame shifts if (a) their distance on the contig is less than 200 bp and (b) they do not have an in-frame stop codon close to the potential frame shift. As an optional postprocessing step, our algorithm can also extend predicted CDS to the longest possible ORF available for that prediction.

**Implementation**

The algorithm was implemented in PERL using an object oriented approach.

**Measuring the performance**

To evaluate the performance of the novel gene finder predictions were compared to known annotated genes. For this purpose, two measurements...
are widely used: sensitivity and specificity. Sensitivity is a measure of the ability of the algorithm to predict known genes and is defined by \( Sens = \frac{TP}{TP + FN} \). The specificity is a measure of the reliability of the predictions, given by the ratio \( Spec = \frac{TN}{TN + FP} \). For the evaluation of the performance predictions were extended to the next 5’ stop codon. If an annotated CDS ends at that stop codon the prediction was counted as true positive (TP). Otherwise, the prediction was regarded as a false positive. All genes that are not completely embedded in the contigs are named truncated genes. These genes may appear at the end or beginning of the assembled contigs, therefore lacking the start or termination site of the gene. Truncated genes were excluded from the analysis.

Training GLIMMER on a synthetic metagenome

The prokaryotic gene finder GLIMMER version 3.01b was used to predict the genes of a synthetic metagenome (described in Materials). For the training step, all fragments of this metagenome were chained to one continuous contig. Adjacent fragments were concatenated with a linker sequence containing a stop codon in each of the six reading frames. Subsequently the GLIMMER ICM model was trained on the chained contig.

3 MATERIALS

Metagenome obtained with pyrosequencing

The performance of the algorithm was evaluated on a metagenome of a bacterial community isolated from the Solar Salterns in San Diego, CA (B. Rodriguez-Brito, R. Edwards, and F. Rohwer, Unpublished). Total community DNA was purified as described elsewhere (Edwards et al. (2006)) and sequenced using pyrosequencing by 454 Life Sciences, Inc, (Branford, CT). Using the 454 technology \( \approx 60 \) Mb were obtained with an average read length of \( 100 \) bp. The reads were assembled using Phrap (Green (1994)). This resulted in \( 80,878 \) contigs with \( 16 \) Mb in total. In the following, this set is called all contigs. From this set a subset of contigs longer than \( 1,000 \) bp (2,244 contigs with 3.8 Mb in total) was selected, called hereafter long contigs.

| Table 1. Annotated and published genomes used to create a synthetic metagenome |
|-----------------------------------|---------------------|
| **Organism**                      | **Accession number** |
| Bacteria                          |                     |
| Alphaproteobacteria               |                     |
| Candidatus pelagibacter ubique HTCC1062 | NC_007205       |
| Rhodobacter sphaeroides 2.4.1 chromosome 1 | NC_007493       |
| Gammaproteobacteria               |                     |
| Shewanella oneidensis MR-1        | NC_004347           |
| Thiomicrospira crunogena XCL-2    | NC_007520           |
| Vibrio cholerae O1 biovar eltor str. N16961 chromosome 1 | NC_002505       |
| Cyanobacteria                     |                     |
| Prochlorococcus marinus subsp. pastoris | NC_005072       |
| Synechococcus sp. WH 8120         | NC_005070           |
| Archaea                           |                     |
| Eurarchaeota                      |                     |
| Pyrococcus horikoshii OT3         | NC_000961           |
| Crenarchaeota                     |                     |
| Sulfolobus solfataricus P2        | NC_002754           |

Species names and accession numbers downloaded from the NCBI database.

The environmental sample from the Sargasso Sea

For the prediction of protein coding genes in metagenomes, the environmental sample from the Sargasso Sea (Venter et al. (2004)) was used as BLAST database during the search for conserved regions in the first phase of the algorithm. To save computational time, only half (\( \approx 390 \) Mb) of the entire Sargasso Sea sample was used.

Generating a synthetic metagenome

As a proof of concept, the algorithm was evaluated on a set of nine completely sequenced and annotated genomes (seven Bacteria and two Archaea, see Table 1). Members from the alpha, gammaproteobacteria and cyanobacteria groups were selected as they were reported to be abundant in the Sargasso Sea sample (Venter et al. (2004)). We also added Archaea to the evaluation set because they can be regarded as under-represented species in surface water marine environments. All genomic sequences and their respective annotations were downloaded from the NCBI Reference Sequence database (RefSeq) release 15 (Pruitt et al. (2005)). A synthetic metagenome with known CDSs was created by splitting the genome of each of the nine organism into fragments of length 4000 bp. A subset of non-hypothetical genes was created based on the annotated gene products from the public annotations. In this set all annotated genes with a gene product description of ‘hypothetical protein’ were excluded. Additionally, artificial sequencing errors (frame shifts and in-frame stop codons) were incorporated into all genes of the synthetic metagenome. In order to perform a systematic evaluation, all artificial sequencing errors were added to the synthetic metagenome in a controlled way. In one experiment, in-frame stop codons were added to the center of each gene of the original synthetic metagenome. In a second experiment frame shifts were incorporated to the center of all genes of the original synthetic metagenome.
4 RESULTS

Gene prediction in a synthetic metagenome using the environmental sample from the Sargasso Sea

Our algorithm can be used to identify genes contained in an environmental sample by directly searching for conserved regions within the sample. This approach may elucidate novel unknown genes present in the environmental sample which may be specific for the habitat the sample was taken from. The performance of the algorithm of predicting genes in an environmental sample by running a BLAST search against the sample itself was evaluated on the environmental sample data from the Sargasso Sea (Venter et al. (2004)). But, instead of drawing the contigs for which the genes are predicted directly from the Sargasso Sea sample, we used a more controlled and reliable data set. We chose several completely sequenced and annotated genomes from Bacteria groups that were also reported to be present in the species composition of the Sargasso Sea sample (Venter et al. (2004)). The genomes of these organisms were split into fragments of size 4000 bp, together forming a synthetic metagenome as a reliable standard of truth. Subsequently the genes of these contigs were predicted with our algorithm based on a BLAST search against the Sargasso Sea sample. To accurately evaluate the prediction performance that can be expected for a ‘real’ metagenome, sequences from alpha and gammaproteobacteria which are reported as over-represented in the Sargasso Sea sample, cyanobacteria which are modest abundant, as well as sequences from extremely scarce groups (two Archaea members) were included. The performance of the algorithm was measured by comparing the genes predicted for the synthetic metagenome with the known genes from the public genome annotations. To additionally evaluate the performance for sequencing errors that may frequently occur in metagenomes, three validation sets were used: (1) synthetic metagenome without artificial sequencing errors, (2) synthetic metagenome with in-frame stop codons and (3) synthetic metagenome with frame shifts.

Experiment 1: Gene prediction in a synthetic metagenome without artificial sequence errors The sensitivity and specificity reached by the algorithm for each organism contained in the synthetic metagenome is shown in Table 2. The results show that the sensitivity of the method strongly depends on the abundance of the different groups of Bacteria in the sample. While for the more abundant alpha, gammaproteobacteria and cyanobacteria an average sensitivity of 79% for all genes and 89% for the subset of non-hypothetical genes is achieved, for the Archaea the sensitivity is strongly reduced. The lower sensitivity for the Archaea was expected because this group is very rare in surface water marine environments and hence extremely scarce in the environmental sample from the Sargasso Sea. For the two cyanobacteria contained in the synthetic metagenome even a sensitivity of more than 94% is achieved for the non-hypothetical genes. In contrast, with a specificity between 88% and 99% the algorithm is highly specific for all groups. On average the specificity is 95%. The considerably lower overall sensitivity (Sens_{all}) when compared to the sensitivity for the subset of non-hypothetical genes (Sens_{nh}) can be explained by the fact that most of the genes labeled as ‘hypothetical protein’ in the public annotations were originally predicted with intrinsic methods. Many of these genes are either orphans (genes without sequence similarity to any known gene) or in fact non-coding and hence wrong annotations.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Sens_{all}</th>
<th>Sens_{nh}</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacteria</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>C. pelagibacter</em></td>
<td>91.07</td>
<td>93.76</td>
<td>97.63</td>
</tr>
<tr>
<td><em>R. sphaeroides</em></td>
<td>62.01</td>
<td>77.62</td>
<td>97.02</td>
</tr>
<tr>
<td><strong>Gammaproteobacteria</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. oneidensis</em></td>
<td>85.36</td>
<td>95.12</td>
<td>90.44</td>
</tr>
<tr>
<td><em>T. cruzenogen</em></td>
<td>65.38</td>
<td>79.33</td>
<td>97.54</td>
</tr>
<tr>
<td><em>V. cholerae</em></td>
<td>69.66</td>
<td>87.66</td>
<td>93.88</td>
</tr>
<tr>
<td><strong>Cyanobacteria</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>P. marinus</em></td>
<td>93.29</td>
<td>94.42</td>
<td>89.75</td>
</tr>
<tr>
<td><em>Synechococcus sp.</em></td>
<td>82.99</td>
<td>94.13</td>
<td>87.83</td>
</tr>
<tr>
<td><strong>Archaea</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euryarchaeota</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>P. horikoshii</em></td>
<td>29.99</td>
<td>66.40</td>
<td>97.77</td>
</tr>
<tr>
<td>Crenarchaeota</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. solitaricus</em></td>
<td>26.69</td>
<td>43.44</td>
<td>98.89</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>67.38</td>
<td>81.32</td>
<td>94.53</td>
</tr>
</tbody>
</table>

Sens_{all} refers to the sensitivity calculated over all genes contained in the synthetic metagenome. Sens_{nh} is the sensitivity calculated over all non-hypothetical genes. The entire Bacteria group represents the most common organisms in the Sargasso Sea sample. While the Archaea is the extremely scarce set for surface water marine environment. The experiment 2: Gene prediction in a synthetic metagenome with artificial in-frame stop codons In the second experiment the performance of the algorithm was evaluated on genes containing in-frame stop codons. Therefore, an in-frame stop codon was added to the center of each annotated gene in the synthetic metagenome. In addition to the sensitivity and specificity, the percentage of true positives (TP) that span the artificially added stop codons was measured. In comparison to the synthetic metagenome without artificial sequence errors, for the genes with in-frame stop codons only a slight reduction in sensitivity and specificity was registered. The sensitivity is reduced by 1.7% for all genes and 1.3% for the subset of non-hypothetical genes. The reduction in specificity is 0.3%. On average, for 77% of all identified genes (TP) the prediction also spans the added in-frame stop codon (Table 3) and therefore correctly recognizes the stop codon as sequencing error. Strikingly, for the synthetic metagenome without artificial sequence errors only 4 predictions wrongly span a ‘real’ stop codon terminating the translation. These results demonstrate that the algorithm is quite robust for the task of identifying functional genes containing in-frame stop codons, generated by sequencing errors. These results also reveal the strength of our method to incorporate several features to determine the boundaries of coding sequence and to discriminate between ‘real’ stop codons and those introduced by sequencing errors.

Experiment 3: Gene prediction in a synthetic metagenome with artificial frame shifts In the third experiment the performance of the novel algorithm to predict frame shifts introduced by sequencing errors was evaluated. Therefore, an artificial frame shift was
added to each of the genes of the synthetic metagenome. For this data set, those predictions that do not match a fragment of an annotated gene where counted as false positives (FP). For those annotated genes of which at least one of its fragments is identified were counted as true positives (TP). Compared to the synthetic metagenome with no artificial mutations, the sensitivity and specificity is again only slightly reduced (Table 4). For this data set, 66% of the identified genes (TP) were also correctly predicted to have a frame shift. Noteworthy, for the synthetic metagenome without artificial errors only 357 frame shifts out of 11,686 true positive predictions were registered. This finding shows the high reliability of the method to predict frame shifts. As for the above experiments, the specificity values obtained by each genome are high, the average specificity value is 95%.

Gene identification in environmental samples obtained by 454 technology

At present, the main drawback of the recently developed high throughput parallel pyrosequencing is the short length of the reads obtained (≈100 bp on average). This is particularly undesirable when dealing with environmental data sets, since the sample is a large mixture of different species. To verify whether our algorithm is still able to identify genes in metagenomes obtained with the 454 technology, we assembled the 454 reads from the Solar Salterns sample into contigs and predicted the genes for the subset of all long contigs. For this verification we performed two experiments: First, a BLAST search against a database made from the set of all contigs from the Solar Salterns sample was conducted. Second, a direct BLAST search against a database of all 454 reads without prior assembly was employed. To validate the outcome from both experiments the respective predictions (extended to the longest possible ORF for that prediction) were compared with known proteins from the KEGG database (Ogata et al. (1999)) using BLAST.

For both experiments, a high fraction of the predicted genes has significant BLAST hits against known proteins from the KEGG database. Remarkably, the number of predicted genes for the reads without assembly does not differ much when compared to the contigs (see Table 5). It should be pointed out that when looking at the BLAST hits against the KEGG database it seems that many of the predicted genes are fragmented due to internal frame shifts. Therefore during the BLAST search against the KEGG database, weaker E-values are obtained for these fragments. The predicted genes that do not match any known protein in the KEGG database constitute an interesting set for further studies as they could be either of false predictions, known genes with no or only a weak sequence similarity to the genes contained in KEGG, or more interestingly novel unknown genes. These results for the Solar Salterns sample demonstrate that the novel algorithm is well

---

**Table 3. Performance for a synthetic metagenome with artificial in-frame stop codons**

<table>
<thead>
<tr>
<th>Organism</th>
<th>Sens&lt;sub&gt;all&lt;/sub&gt;</th>
<th>Sens&lt;sub&gt;sub&lt;/sub&gt;</th>
<th>Spec</th>
<th>SC predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. pelagibacter</td>
<td>88.87</td>
<td>92.20</td>
<td>97.58</td>
<td>71.71</td>
</tr>
<tr>
<td>R. sphaeroides</td>
<td>61.62</td>
<td>77.18</td>
<td>97.33</td>
<td>73.10</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. oneidensis</td>
<td>83.90</td>
<td>94.24</td>
<td>89.58</td>
<td>82.15</td>
</tr>
<tr>
<td>T. cranogena</td>
<td>64.95</td>
<td>79.01</td>
<td>97.88</td>
<td>80.23</td>
</tr>
<tr>
<td>V. cholerae</td>
<td>68.89</td>
<td>86.94</td>
<td>94.00</td>
<td>79.52</td>
</tr>
<tr>
<td>Cyanoarchaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P. marinus</td>
<td>88.97</td>
<td>90.18</td>
<td>88.51</td>
<td>74.71</td>
</tr>
<tr>
<td>Synechococcus sp.</td>
<td>78.74</td>
<td>92.69</td>
<td>85.65</td>
<td>70.75</td>
</tr>
<tr>
<td>Archaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P. horikoshii</td>
<td>29.27</td>
<td>65.20</td>
<td>98.69</td>
<td>80.97</td>
</tr>
<tr>
<td>Crenarchaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. solfatarius</td>
<td>25.96</td>
<td>42.71</td>
<td>99.02</td>
<td>81.41</td>
</tr>
<tr>
<td>Average</td>
<td>65.69</td>
<td>80.04</td>
<td>94.25</td>
<td>77.17</td>
</tr>
</tbody>
</table>

Sens<sub>all</sub> is the sensitivity calculated over all genes contained in the synthetic metagenome. Sens<sub>sub</sub> is the sensitivity calculated over the subset of all non-hypothetical genes. SC predicted: percentage of true positives (TP) that correctly span in-frame stop codons.

**Table 4. Performance for a synthetic metagenome with artificial frame shifts**

<table>
<thead>
<tr>
<th>Organism</th>
<th>Sens&lt;sub&gt;all&lt;/sub&gt;</th>
<th>Sens&lt;sub&gt;sub&lt;/sub&gt;</th>
<th>Spec</th>
<th>Percentage of TP predictions correctly identified as frame shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. pelagibacter</td>
<td>86.39</td>
<td>89.32</td>
<td>97.73</td>
<td>57.71</td>
</tr>
<tr>
<td>R. sphaeroides</td>
<td>56.80</td>
<td>72.08</td>
<td>98.03</td>
<td>92.22</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. oneidensis</td>
<td>81.15</td>
<td>90.93</td>
<td>93.02</td>
<td>68.65</td>
</tr>
<tr>
<td>T. cranogena</td>
<td>59.69</td>
<td>73.33</td>
<td>98.33</td>
<td>66.67</td>
</tr>
<tr>
<td>V. cholerae</td>
<td>71.54</td>
<td>83.05</td>
<td>96.19</td>
<td>69.11</td>
</tr>
<tr>
<td>Cyanoarchaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P. marinus</td>
<td>84.65</td>
<td>88.88</td>
<td>92.62</td>
<td>58.77</td>
</tr>
<tr>
<td>Synechococcus sp.</td>
<td>72.46</td>
<td>90.39</td>
<td>91.02</td>
<td>79.19</td>
</tr>
<tr>
<td>Archaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P. horikoshii</td>
<td>26.09</td>
<td>54.42</td>
<td>96.45</td>
<td>54.64</td>
</tr>
<tr>
<td>Crenarchaea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. solfatarius</td>
<td>23.23</td>
<td>39.41</td>
<td>98.80</td>
<td>48.51</td>
</tr>
<tr>
<td>Average</td>
<td>62.44</td>
<td>75.76</td>
<td>95.80</td>
<td>66.16</td>
</tr>
</tbody>
</table>

Sens<sub>all</sub> is the sensitivity calculated over all genes contained in the contigs. Sens<sub>sub</sub> is the sensitivity calculated over the subset of non-hypothetical genes.

**Table 5. KEGG supported predictions. Number of predicted genes for a metagenome sequenced with 454 technology that have hit in the KEGG database.**

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of predictions</th>
<th>Number of predictions with E-value up to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10&lt;sup&gt;−50&lt;/sup&gt;</td>
</tr>
<tr>
<td>KEGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contigs</td>
<td>3219</td>
<td>467</td>
</tr>
<tr>
<td>Reads</td>
<td>3496</td>
<td>556</td>
</tr>
</tbody>
</table>

Assembled contigs and 454 reads without prior assembly were used for BLAST search.
Table 6. Performance for a synthetic metagenome evaluated on sequences obtained by pyrosequencing

<table>
<thead>
<tr>
<th>Organism</th>
<th>Sens,</th>
<th>Sens,</th>
<th>Sens,</th>
<th>Sens,</th>
<th>Spec,</th>
<th>Spec,</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacteria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>C. pelagibacter</em></td>
<td>38.96</td>
<td>28.02</td>
<td>43.92</td>
<td>31.66</td>
<td>85.29</td>
<td>91.54</td>
</tr>
<tr>
<td><em>R. sphaeroides</em></td>
<td>27.74</td>
<td>19.13</td>
<td>38.03</td>
<td>26.84</td>
<td>70.67</td>
<td>87.18</td>
</tr>
<tr>
<td><strong>Gammaproteobacteria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. oneidensis</em></td>
<td>23.37</td>
<td>16.19</td>
<td>38.23</td>
<td>25.12</td>
<td>80.86</td>
<td>88.21</td>
</tr>
<tr>
<td><em>T. cruzi</em></td>
<td>36.21</td>
<td>24.49</td>
<td>46.31</td>
<td>30.29</td>
<td>86.42</td>
<td>93.43</td>
</tr>
<tr>
<td><em>V. cholerae</em></td>
<td>29.71</td>
<td>18.84</td>
<td>43.19</td>
<td>28.69</td>
<td>82.22</td>
<td>90.70</td>
</tr>
<tr>
<td><strong>Cyanobacteria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>P. marinus</em></td>
<td>30.40</td>
<td>20.94</td>
<td>43.08</td>
<td>29.91</td>
<td>89.67</td>
<td>91.53</td>
</tr>
<tr>
<td>Synchococcus sp.</td>
<td>23.24</td>
<td>17.01</td>
<td>43.67</td>
<td>31.82</td>
<td>77.14</td>
<td>87.73</td>
</tr>
<tr>
<td><strong>Archaea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euryarchaeota</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>P. horikoshii</em></td>
<td>33.61</td>
<td>31.87</td>
<td>66.80</td>
<td>62.60</td>
<td>89.64</td>
<td>94.67</td>
</tr>
<tr>
<td>Crenarchaeota</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. solfatarius</em></td>
<td>24.35</td>
<td>15.25</td>
<td>41.97</td>
<td>41.32</td>
<td>90.34</td>
<td>95.46</td>
</tr>
<tr>
<td>Average</td>
<td>30.18</td>
<td>22.09</td>
<td>45.02</td>
<td>34.25</td>
<td>83.58</td>
<td>91.16</td>
</tr>
</tbody>
</table>

Sens, and Sens, is the sensitivity for the synthetic metagenome when blasting against all 454 reads or against all assembled contigs. Sens, and Sens, is the sensitivity calculated for the subset of non-hypothetical genes of the synthetic metagenome when a BLAST search is done against the 454 reads and assembled contigs, respectively.

...suited to predict genes in ‘real’ metagenomes, even if these samples are sequenced using the 454 technology.

Gene prediction in synthetic metagenomes using contigs and reads derived by pyrosequencing

We further evaluated the performance of the new gene finding algorithm for sequences obtained with the 454 technology (see Table 6), taking the synthetic metagenome dataset as a controlled standard of truth. The genes were predicted for the synthetic metagenomes dataset by employing a BLAST search against two different databases: one containing all assembled contigs from the Solar Salterns sample, and another containing all unassembled reads from the same sample.

In respect to the small size of the database used in the BLAST search (16 Mb for the assembled contigs and 60 Mb for the reads without prior assembly) the sensitivity obtained is very good. The highest sensitivity is reached for *Pyrococcus horikoshii*, 67% and 63% (for the subset of all non-hypothetical genes) calculated for the reads without assembly and the assembled contigs, respectively. Interestingly, these findings indicate that in contrast to the sample from the Sargasso Sea, the Archaea group is more abundant in the sample from the Solar Salterns. A second interesting observation is the good performance when running BLAST against the 454 reads without assembly, despite the fact that the average length of the reads is 100 bp. A specificity of 84% is achieved on average. Moreover, when compared to the assembled contigs the sensitivity is increased by ≈11%. In particular, these results for the short 454 reads reveal one of the strengths of our method: to consider all BLAST hits at the same time by calculating the optimal path through the matrix of combined scores instead of analyzing simple pairwise BLAST hits. This strategy allows us to identify genes that get only several short hits, even if all of the single hits are not significant.

Yet, determining the correct boundaries of the CDS when running BLAST against a small database of 454 reads is difficult, many genes are only partially covered by hits. As an optional postprocessing step our algorithm therefore can automatically extend predictions to the longest possible ORF.

Time efficiency of the novel algorithm

The running time of the novel algorithm highly depends on the size of the BLAST database since most of the running time is consumed during the BLAST based search for conserved regions, for the parsing of BLAST results as well as for the calculation of combined scores. For the evaluation presented in this survey all runs of the algorithm were executed on a compute cluster located at the Center of Biotechnology (CeBiTec), Bielefeld University. The cluster is composed of 128 Sun Fire V20z nodes. Each node has two 1.8 GHz AMD Opteron 244 CPUs and 2 Gb of RAM. The overall running time was 1 hour and 50 minutes for predicting the genes of the synthetic metagenome (≈24 Mb) when a BLAST search against half of the Sargasso Sea sample (≈390 Mb) was employed. The running time in average is 28s for the BLAST search, 17s for parsing the BLAST results and calculating the combined scores and 1s for predicting coding sequence by dynamic programming and postprocessing for a 4 Kb fragment when run on a single node using one CPU.

GLIMMER performance on synthetic metagenome

Most of the contemporary gene finding methods model frequencies of short oligonucleotides to discriminate between coding and non-coding sequences (e.g. using a Markov chain or a Hidden Markov model). Before these methods can be used for gene prediction, usually as a first step the model needs to be trained to learn the organism specific sequence composition of the genome under study. As most of these methods model average sequence properties they may fail to adequately learn the oligonucleotide frequencies of diverse microbial assemblages. Pitfalls of existing gene finding technologies were examined by employing the state-of-the art microbial gene finder GLIMMER as an example. GLIMMER was trained on the synthetic metagenome itself as described in the Methods section. Subsequently, the trained GLIMMER was applied on each fragment. Although GLIMMER is very accurate for complete genomes (http://www.cbcb.umd.edu/software/glimmer/) the accuracy for the synthetic metagenome is strongly reduced (Table 7). Table 7 also points to one substantial problem that may affect intrinsic methods when applied to environmental data: the diverse compositional biases of different organisms contained in the sample. Another problem may be the unequal abundance of species, as overrepresented species have a stronger influence during training which may result in an unbalanced model.

Also the synthetic metagenome on which GLIMMER was trained is unbalanced as it contains fragments from seven genomes with a low GC content and from two genomes with a high GC content (GC > 55%). The average GC content is ≈47%. The prediction accuracy of GLIMMER for the synthetic metagenome strongly depends on whether the fragments come from a genome with a high or low GC content. While GLIMMER has a good performance for the genomes with a low GC content, for the two genomes with a high GC content the performance is highly reduced. For the
Table 7. GLIMMER performance for a synthetic metagenome

<table>
<thead>
<tr>
<th>Organism</th>
<th>Contig size (Mb)</th>
<th>GC (%)</th>
<th>Sens_{up}</th>
<th>Sens_{up}</th>
<th>Spec</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. pelagibacter</td>
<td>1.3</td>
<td>30</td>
<td>94.34</td>
<td>95.54</td>
<td>78.39</td>
</tr>
<tr>
<td>P. marinus</td>
<td>1.7</td>
<td>31</td>
<td>91.80</td>
<td>94.87</td>
<td>74.04</td>
</tr>
<tr>
<td>S. solfataricus</td>
<td>3.0</td>
<td>36</td>
<td>91.46</td>
<td>93.89</td>
<td>72.29</td>
</tr>
<tr>
<td>P. horikoshii</td>
<td>1.7</td>
<td>42</td>
<td>88.28</td>
<td>95.60</td>
<td>76.92</td>
</tr>
<tr>
<td>T. crunogena</td>
<td>2.4</td>
<td>43</td>
<td>98.72</td>
<td>99.12</td>
<td>71.10</td>
</tr>
<tr>
<td>S. oneidensis</td>
<td>5.0</td>
<td>46</td>
<td>95.61</td>
<td>98.08</td>
<td>67.22</td>
</tr>
<tr>
<td>V. cholerae</td>
<td>3.0</td>
<td>48</td>
<td>90.68</td>
<td>98.48</td>
<td>69.52</td>
</tr>
<tr>
<td>Synechococcus sp.</td>
<td>2.4</td>
<td>59</td>
<td>43.80</td>
<td>51.60</td>
<td>60.41</td>
</tr>
<tr>
<td>R. sphaeroides</td>
<td>3.2</td>
<td>69</td>
<td>12.16</td>
<td>14.65</td>
<td>23.69</td>
</tr>
<tr>
<td>Average</td>
<td>2.6</td>
<td>47</td>
<td>78.53</td>
<td>82.42</td>
<td>65.95</td>
</tr>
</tbody>
</table>

Genomes ordered by GC content. GLIMMER was trained on the synthetic metagenome itself. Sens_{up} and Sens_{up} is the GLIMMER sensitivity for set of all and for the subset of non-hypothetical genes. Spec: Specificity.

data at low cost with the 454 technology to increase the size of the database that can be used to search for conserved sequences.

As our method relies on sequence similarities for the prediction of protein coding genes when running BLAST against the sample itself, the method strongly depends on the size and species composition of the sample. The sensitivity of the algorithm may be improved by incorporating general sequence properties of coding sequences or proteins.
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Paper V
Releasing Metagenomics Data

Whole community genome sequencing is revolutionizing microbial ecology and fueling the next microbial genomics revolution. New sequencing technologies have made it easy for individual laboratories to produce giga-basepair (Gbp) data sets. Two of the limiting resources in handling environmental sequence data are the computer analyses and understanding of the vagaries of sequence qualities. We propose a general outline for metagenome processing and have released all of our metagenome data sets to stimulate scientific inquiry.

The first step in any analysis should be guaranteeing the congruency of the data by removing duplicate sequences, which are intrinsic sequencing artifacts, and providing unique sequence identifiers. Comparisons against the nonredundant protein database and boutique databases (e.g., rDNA, phages, mitochondria, and chloroplast databases) provide functional annotations (1). In our implementation, initial screens are performed with standard BLAST algorithms while more precise comparisons are made with HMM searches. The results are provided from the SEED database, an open source, freely available genome analysis database (2). Finally, assembling sequences into larger contiguous fragments (contigs) provides estimates of the diversity of organisms in the different environments (3).

The SDSU Center for Universal Microbial Sequencing Web site (SCUMS; http://scums.sdsu.edu) is an implementation of this approach. We have integrated analyses of more than 100 environmental sequence data sets totaling almost 2.5 Gbp of DNA sequence. The sequences are a combination of in-house samples, previously published data, and contributions from the metagenomics community at large, generated by either pyrosequencing or Sanger sequencing. Several mathematical tools are available on the SCUMS system, allowing rapid modeling of the communities, estimation of relative abundance and richness of organisms in the environments (PHACCS), and statistical analysis of the presence of subsystems in the samples (XIBE).

These data have the potential to shed light on natural communities with relevance to human health, global warming, coral disease, marine ecosystems, and many other areas of microbiological research. This microbial genomics revolution requires interdisciplinary help from all realms of science, particularly engineering, computer science, and statistics. By releasing all of our data, we hope interactions between scientists will be promoted, allowing the great biological questions of our age to be addressed.
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Abstract

Metagenomics is providing striking insights into the ecology of microbial communities. The recently developed massively parallel 454 pyrosequencing technique gives the opportunity to rapidly obtain metagenomic sequences at a low cost and without cloning bias. However, the taxonomic analysis of the short reads produced represents a significant computational challenge. A phylogenetic algorithm for predicting the source organisms of environmental 454-reads is described. The algorithm searches for conserved Pfam domain and protein families in the unassembled reads of a sample. These gene fragments (environmental gene tags, EGTs), are classified into taxonomic groups based on the reconstruction of a phylogenetic tree of each matching
Pfam family. The method exhibits a high accuracy for a wide range of taxonomic groups and EGTs as short as 33 amino acids can be taxonomically classified up to the rank of genus. The phylogenetic algorithm was applied in a comparative study of three aquatic microbial samples that were obtained by 454 pyrosequencing. Profound differences in their species composition could clearly be revealed.

**Introduction**

In metagenomics, the collective genomes from natural microbial communities are randomly sampled from the environment and subsequently sequenced [1, 5, 27, 29, 30]. By directly accessing the genomic DNA of coexisting microbial species, these approaches have the potential of giving a comprehensive view of the evolution, lifestyle, and diversity of free-living microbes (e.g. [6, 11, 12, 13, 19, 32]). Moreover, considering that the vast majority of microbes resists cultivation with conventional methods [14, 15, 23], metagenomics highly enlarges our window into the hidden world of microbes.

The massively parallel pyrosequencing system was recently developed by 454 Life Sciences, and has dramatically dropped the time and cost constraints of DNA sequencing [18]. Pyrosequencing not only produces large amounts of data at a low cost, but also allows sequencing of environmental DNA without a prior cloning step [8, 28]. Despite these advantages, the main drawback of the 454 technology is that at present only short reads of $\approx$100 bp are obtained. Short read length, inherent genetic heterogeneity within populations, inter-species gene conservation, and variable species richness and evenness all make the assembly of environmental 454-reads into longer contiguous DNA sequences (contigs) a fundamental computational challenge.

Assessing the taxonomic composition of microbial communities is an essential question in metagenomics; but is still in its infancy. In this study, a novel method for the taxonomic classification of un-assembled 454-reads of an environmental sample is presented.

To infer the taxonomic origin of an environmental DNA fragment, one type of approach relies on the identification of phylogenetic ‘marker genes’ such as rDNA or recA genes [30, 33].
While these methods frequently yield a high accuracy, only a small fraction of fragments can be taxonomically characterized, depending on the size of the used marker gene database. To overcome this limitation, novel methods have recently been devised that analyze the presence of short oligonucleotides or motifs to classify environmental DNA sequences into taxonomic groups [20, 26]. These methods give the capacity to accurately infer the source organisms of longer stretches of DNA, but to our knowledge cannot be applied to sequences shorter than 1,000 bp. On the other hand, simply classifying genomic fragments based on a best BLAST hit will only yield reliable results if close relatives are available for comparison [16].

The phylogenetic algorithm presented herein, uses all Pfam [10] domain and protein families as phylogenetic markers to identify the source organisms of environmental DNA fragments as short as 100 bp. The method has two components: The first, is used for identifying domain and protein family fragments in the un-assembled reads of a sample using Pfam profile hidden Markov models (pHMMs). Profile HMMs are very accurate for the detection of weak functional signals and short conserved functional sequences, which makes this technique particularly adequate for the analysis of un-assembled 454-reads. In this study, environmental domain and protein family fragments identified in a metagenome are defined as environmental gene tags (EGTs). In the second component, a phylogenetic tree is reconstructed for each matching Pfam family. Environmental gene tags are taxonomically classified based on their phylogenetic relationships to family members with known taxonomic affiliations.

The algorithm was extensively evaluated on synthetic data sets. For taxonomic groups that are well represented in the Pfam database, EGTs as short as 33 amino acids can accurately be classified with an average specificity ranging from 97% for superkingdom to 68% for genus. The average sensitivity ranges from 90% for superkingdom to 40% for genus. Moreover, the power of the method for studying the taxonomic composition of environmental samples was demonstrated in a comparative analysis of three aquatic microbial ecosystems. The analysis clearly revealed profound differences in the taxonomic composition of microbial communities from different aquatic habitats. All source code is freely available upon request to the corresponding author.
Materials and Methods

Data Sets

The Pfam fragment pHMM library (Pfam_fs), the Pfam MySQL database, the full multiple alignment of each Pfam family, as well as a fasta version of Pfam’s underlying sequence database (pfamseq) were downloaded from the Pfam web site (Pfam version 20.0). Pfam families with less than 10 members were excluded from the data set. Duplicate sequences were removed from each multiple alignment: If multiple copies of the same sequence of one organism were present (e.g. 100% identical sequences from different strains), only one of these was retained.

For constructing a synthetic metagenome as a standard of truth for the performance evaluation, 77 complete genomes were downloaded from GenBank [4] and split into non-overlapping fragments of 100 bp. Genomes were included that stem from taxonomic groups that are both over- and under-represented in the Pfam database. The taxa information of the organisms was obtained from the US National Center for Biotechnology Information (NCBI) Taxonomy database [31].

The 454-reads of three ‘real’ microbial samples – a coral reef sample, a solar saltern sample, and a stromatolite sample – were downloaded from the SDSU Center for Universal Microbial Sequencing (SCUMS) [24]. The coral reef sample was isolated from coral reef waters at the Kingman atoll located in the northern Line Islands of the central Pacific (coordinates: -162.3347833 W 6.38566667 N; Dinsdale, et al., Submitted). The solar saltern sample was collected from the solar salterns in San Diego, CA (coordinates: -117.107356 W, 32.599040 N; Rodriguez-Brito et al., Unpublished). The stromatolite sample was taken from Rios Mesquites, Mexico (coordinates: -102.066390 W 26.985876 N; Desnues et al., Unpublished). Total community DNA of all three samples was purified as described elsewhere [8] and in their papers, and sequenced using pyrosequencing by 454 Life Sciences, Branford, CT.
Algorithm

The presented method relies on two algorithmic components: The first is used for the detection of environmental Pfam domain and protein family fragments (EGTs) that are conserved in an environmental sample. The second reconstructs a phylogenetic tree (family tree) for each matching family. These trees consist of all previously detected EGTs matching the family (matching EGTs) as well as all family members with a known taxonomic origin, called taxaknown members. Environmental gene tags are taxonomically classified based on their location in respect to the taxaknown members in the reconstructed trees.

Detecting Environmental Gene Tags

Environmental gene tags are identified using the profile hidden Markov models (pHMMs) from the protein families database (Pfam). Pfam is a comprehensive database of manually curated domain and protein families [10]. Each family is represented by a full multiple alignment of all known family members as well as by a pHMM, which can be employed to search for new, unknown family members.

First, a similarity search of each read of a sample is conducted against Pfam’s underlying sequence database using BLASTX [3] with the ‘-w’ frame-shift option. This computes the 6-frame translations, predicts frame-shifts, and identifies candidate members of Pfam families. Reads without a BLAST hit of E-value $\leq 1$ are excluded from further analysis. This preprocessing step highly reduces the amount of computational effort that needs to be done with the pHMMs.

After all predicted frame-shifts are resolved, remaining reads are screened for conserved Pfam domain and protein families using the highly accurate Pfam pHMMs. Reads with a BLASTX hit are aligned to the matching families using their local pHMM from the Pfam_fs database (E-value cut-off of 0.01). By using local pHMMs, even domain and protein families that are only partly covered by a read are identified. The sequences of all identified EGTs are added to the multiple alignment of the matching Pfam family using hmmalign from the hmmer package [7].
Taxonomic Classification of Short EGTs

Environmental gene tags are classified into taxonomic categories based on the reconstruction of a phylogenetic tree. The multiple alignments of *taxaknown* members and matching EGTs of each Pfam family are used to calculate a pairwise distance of all combinations of *taxaknown* members and matching EGTs. The distance between two sequences is defined as their pairwise sequence identity, i.e. the fraction of identical amino acids in the aligned region. In case that the sequences of two EGTs do not have a sufficient overlap, their distance is estimated as described in ‘Estimating Distance of Non-Overlapping EGTs’ below. An unrooted phylogenetic tree is reconstruct from the pairwise distances using the neighbor-joining clustering method (with the NEIGHBOR program from the PHYLIP package [9]). An adapted version of the algorithm developed by Nguyen et al. [21] is employed for parsing the reconstructed trees. Environmental gene tags are classified depending on their phylogenetic relationships to *taxaknown* members. If an EGT *g* is localized within a group of *taxaknown* members sharing a common taxon *t*, then *g* is classified as *t*. Otherwise, it is classified as ‘*unknown taxon*’ (Figure 1).

In detail, let *T* be an unrooted, binary family tree with nodes *V*. For an EGT *g* ∈ *V*, let *c*(·) denote the subtree of *T* that has the smallest number of *taxaknown* members, while at the same time fulfilling the two conditions:

1. *g* ∈ *c*(·)
2. *c*(·) has at least three *taxaknown* members

Notably, for unrooted trees, three different subtrees arise from each internal node. For each taxonomic rank (superkingdom, phylum, class, order, and genus) if at least 80% of the *taxaknown* members of *c*(·) share a common taxon *t*, then *g* is also classified as *t*, otherwise it is classified as ‘*unknown taxon*’ (Figure 1). The values used for the internal parameters were determined during an optimization phase of the algorithm.
Figure 1: Unrooted phylogenetic tree reconstructed from a toy example multiple alignment. The multiple alignment shown was constructed from taxknown members of a Pfam family (PF1,….,PF7) and EGTs matching that family (EGT1,EGT2,EGT3). A phylogenetic tree reconstructed from the alignment is illustrated on the right. The environmental gene tag EGT 1 is localized in a subtree c*(EGT1) of cyanobacteria (depicted in blue). Hence, it is classified as ‘Bacteria Cyanobacteria’. As c*(EGT1) contains cyanobacteria from different genera EGT 1 is classified as unknown taxon at the rank of genus.

Estimating Distance of Non-Overlapping EGTs

Extremely short reads (such as reads of length 100 bp) frequently only partially cover a Pfam family. Sequences of such EGTs may not overlap in the constructed multiple alignment (for example EGT2 and EGT3 in Figure 1). As the pairwise sequence identity of non-overlapping EGTs cannot be assessed from an alignment, their distance is estimated as follows: Let S be the set of all sequences contained in a multiple alignment and d(s,s′) be the pairwise distance of two sequences s,s′ ∈ S. If the sequences s,s′ ∈ S of two EGTs overlap with less than ten amino acids, their distance is estimated by the additive estimation as proposed by Landry et al. [17]:

\[
d(s,s') = \arg \min_{l,k} \max\{d(s,k) + d(s',l); d(s,l) + d(s',k)\} - d(l,k), \text{ where} \]

\[
l,k \in S.
\]
Measuring the Accuracy

The classification accuracy of the phylogenetic algorithm was evaluated on short DNA fragments with known taxonomic origins. By comparing the predicted with the known taxa, the sensitivity, specificity, false negative rate, false positive rate, and unknown rate were assessed. For a taxonomic class $i$, let $P_i$ be the total number of EGTs from $i$; $TP_i$ the number of EGTs that is correctly classified into $i$; $FP_i$ the number of EGTs that is erroneously assigned to $i$; $FN_i$ the number of EGTs from $i$ that is misclassified into some class $j \neq i$; and $U_i$ the number of EGTs from $i$ that is classified as unknown taxon. Note that $P_i = TP_i + FN_i + U_i$. The sensitivity measures the proportion of EGTs that is correctly classified. For a taxonomic group $i$, it is defined as $Sn_i = \frac{TP_i}{P_i}$. The specificity measures the reliability of classifications and is defined as $Sp_i = \frac{TP_i}{TP_i + FP_i}$. The false negative rate is defined as $FNrate_i = \frac{FN_i}{P_i}$. It measures the proportion of EGTs from a taxonomic class $i$ that is falsely assigned to any class $j \neq i$. The unknown rate measures the proportion of EGTs that cannot be taxonomically classified and is defined as $Urate_i = \frac{U_i}{P_i}$. The false positive rate is the proportion of EGTs that is falsely assigned to a class $i$. It is defined as $FPrate_i = \frac{FP_i}{\sum_{j \neq i} P_j}$.

Measuring the Accuracy for the Taxonomic Classification of Short EGTs

In a first experiment, the performance for the taxonomic classification of EGTs was evaluated in a Jack-knife approach for all taxa present in the Pfam database. As previously mentioned, each Pfam family is represented by a full multiple alignment of all known family members. All known members of each family were randomly partitioned into ten subsamples. In ten steps, one subsample was withdrawn from the full multiple alignment and classified using all remaining subsamples as follows: From each withdrawn sequence only 33 contiguous amino acids were randomly selected as artificial EGTs. Subsequently, artificial EGTs were again added to the multiple alignment of the remaining subsamples. Based on the resulting multiple alignment each artificial EGT was classified as described in section ‘Taxonomic Classification of Short EGTs’ above. The accuracy was separately evaluated at each taxonomic rank (superkingdom, phylum, class, order, and genus).
In general, the accuracy of the phylogenetic algorithm highly depends on the representation of taxa in the Pfam database. In the performance evaluation, the accuracy was separately evaluated for well represented (≥ 4000 Pfam members) and for poorly represented taxa (< 4000 Pfam members).

**Measuring the Accuracy for 100 bp Fragments from 77 Complete Genomes**

In a second experiment, the accuracy of the complete algorithm was evaluated on a synthetic metagenome consisting of 100 bp fragments from a wide range of taxonomic groups. The metagenome was created by splitting 77 complete bacterial and archaeal genomes into 100 bp, non-overlapping fragments. The taxonomy of the fragments was predicted using our complete classification algorithm: First, EGTs (fragments of Pfam families) were identified in the 100 bp fragments and subsequently classified. Usually, a high fraction of reads in environmental samples comes from genomes that have not been sequenced yet. To account for this, all known Pfam members belonging to the same species as any of the 77 complete genomes were omitted from the full multiple alignments. As a consequence, at the rank of genus a high fraction of EGTs could not be classified into their taxonomic group. In this experiment the performance was therefore evaluated only up to the rank of order.

**Measuring the Diversity**

The abundance and evenness of organisms in different communities can be characterized with Shannon’s diversity index [25] (also called Shannon-Wiener index). In the context of this work, for a taxonomic rank \( r \), it is defined as

\[
H' = - \sum p_i \ln p_i,
\]

where \( p_i \) is the proportion of EGTs that is classified into the \( i \)-th taxonomic group of rank \( r \). The *species evenness* can then be defined as

\[
J = \frac{H'}{\ln(H_{\text{max}})}
\]

where \( H_{\text{max}} \) is the total number of taxa found at rank \( r \).
Usually, diversity and evenness are measured at the rank of species. Nonetheless, as quantitative species information is not available for the three aquatic environmental samples, diversity and evenness of prokaryotes were measured at the rank of phylum, class, order, and genus.

Results

Accuracy for the Taxonomic Classification of Short EGTs

In the first experiment, the classification of short EGTs was extensively evaluated for a wide range of taxonomic categories, including DNA fragments from archaea, bacteria, eukaryotes, and viruses. On the whole, EGTs as short as 33 amino acids ($\approx 100$ bp) can be accurately classified up to the rank of genus (Figures 2 and 3). For well represented classes (all four superkingdoms, 20 phyla, 27 classes, 59 orders, and 69 genera), between 97% at superkingdom and 68% at genus of predicted taxa were correct. The average sensitivity ranged from 90% (superkingdom) to 40% (genus). Between 7% (superkingdom) and 44% (genus) of EGTs could not be assigned to any taxonomic group and hence were classified as unknown taxa.

The accuracy depends on how well a taxonomic class is represented in the Pfam database. The taxa of EGTs from poorly represented classes frequently cannot be inferred from the phylogenetic tree, and so in this case, EGTs should be classified as unknown taxa. Overall, reliable predictions could also be obtained for poorly represented taxa, with an average specificity ranging from 84% to 65%. As expected, the average sensitivity considerably dropped (to 8-19%), while the unknown rate increased (to 34% at the rank of phylum and to 63% at the rank of genus).

The background noise that can be expected for each taxonomic group was measured by the false positive rate, i.e. the probability that an EGT is by chance falsely classified into that group. Also the false positive rate highly depends on the representation of taxa in Pfam (Figures 4 and 5). For example, an EGT was falsely assigned to the overrepresented proteobacteria with a probability of 2.3%. On the other hand, an EGT was misclassified into the less represented chloroflexi with a probability of 0.03%. In summary, for well represented taxonomic groups the average false positive rate ranged from 0.7% at the rank of superkingdom to 0.12% at genus. For poorly repre-
sented taxa the average false positive rate was below 0.004% at all taxonomic ranks. Noteworthy, particularly in light of advances in sequencing technology, longer fragments of length 200 bp and 400 bp resulted in a slightly improved accuracy (sensitivity, specificity, false negative rate, and unknown rate) (data not shown).

**Accuracy for 100 bp Fragments from 77 Complete Genomes**

In a second experiment, the complete algorithm – i.e. the detection of EGTs followed by their taxonomic classification – was evaluated on a synthetic metagenome consisting of 100 bp fragments from 77 complete genomes. These genomes covered both archaea and bacteria, 10 phyla, 11 classes, 29 orders, and 62 genera, thus representing the metagenome of a complex microbial community. In light of the short fragment length, also in this experiment a high classification accuracy was achieved (Figure 6). On average, 81% (superkingdom) to 41% (order) of identified EGTs were correctly assigned to their corresponding taxon, while 9% (superkingdom) to 16% (order) were misclassified. Between 11% and 41% of EGTs could not be taxonomically assigned and thus were classified as *unknown taxa.*
Figure 2: Rank dependent classification accuracy for 33 amino acid fragments. For each taxonomic rank from superkingdom to order the sensitivity (Sens), specificity (Spec), false negative rate (FNrate), and unknown rate (Urate) are shown. 'Other' depicts the average accuracy for taxa that are poorly represented in Pfam.
Figure 3: Classification accuracy for 33 amino acid fragments at the rank of genus. The sensitivity (Sens), specificity (Spec), false negative rate (FNrate), and unknown rate (Urate) are shown. ‘Other’ depicts the average accuracy for taxa that are poorly represented in Pfam.
Figure 4: False positive rate for 33 amino acid fragments at the rank of superkingdom, phylum, and class. ‘Other’ depicts the average false positive rate for taxa that are poorly represented in Pfam.
Figure 5: False positive rate for 33 amino acid fragments at rank of order and genus. Note that at order the scale ranges from 0 to 1.6, while at genus it ranges from 0 to 0.8. 'Other' depicts the average false positive rate for taxa that are poorly represented in Pfam.
Figure 6: Accuracy of the taxonomic assignment of 100 bp fragments from 77 complete genomes. The sensitivity (Sens), false negative rate (FNrate), and proportion of EGTs that could not be assigned to any taxonomic group (Urate) are shown.
Comparative Analysis of Microbial Communities from Disparate Aquatic Environments

To identify taxonomic trends in microbial communities from disparate aquatic environments, the method presented herein was applied in a comparative analysis of three short-read metagenomes isolated from Kingman coral reefs, San Diego solar salterns, and Rios Mesquites stromatolites. All three samples were sequenced using the 454 pyrosequencing technology. Using our phylogenetic algorithm, a high proportion of EGTs was taxonomically assigned, ranging from 75-92% for superkingdom to 33-42% for genus (Table 1). The taxonomic characterization of the samples indicated a significant difference in species composition (Figure 7). In contrast to the coral reef and stromatolite samples, where bacteria dominated (68% and 79% of EGTs), 49% of EGTs from the solar saltern sample were classified as archaea and only 20% as bacteria.

For the prokaryotic fraction of EGTs (pEGTs), the coral reef sample had the highest predicted diversity and evenness (Table 2). While proteobacteria was the most abundant phylum (59% of pEGTs), a significant proportion of pEGTs was also assigned to actinobacteria (4% of pEGTs), bacteroidetes (4% of pEGTs), cyanobacteria (4% of pEGTs), firmicutes (4% of pEGTs), and planctomycetes (3% of pEGTs). At the rank of order and genus, the coral reef sample was highly diverse, with rhodobacterales (11% of pEGTs) being the most prevalent order and Silicibacter (5% of pEGTs) and Pirellula (3% of pEGTs) the most abundant genera.

The stromatolite sample had an intermediate diversity and evenness for the prokaryotic fraction of EGTs (Table 2). At the rank of phylum, it was mainly dominated by cyanobacteria (57% of pEGTs). Additionally, a considerable fraction of pEGTs was classified as proteobacteria (15% of pEGTs) and firmicutes (4% of pEGTs). Nostocales (20% of pEGTs) and chroococcales (17% of pEGTs) were the most abundant orders.

The solar saltern sample had the lowest prokaryotic diversity and evenness (Table 2). The majority of pEGTs was assigned to different halobacteria (58% of pEGTs), namely Natronomonas (14% of pEGTs), Haloarcula (12% of pEGTs), Halobacterium (8% of pEGTs), and Haloferax
(1% of pEGTs). At the rank of phylum, euryarchaeota (69% of pEGTs) was the most prevalent group followed by proteobacteria (12% of pEGTs). The remaining phyla were only poorly represented (≤ 2% of pEGTs).

The results clearly revealed differences in the cyanobacterial composition between the coral reef and stromatolite environments (Figure 7). _Synechococcus_-like species were predicted to be the most prevalent cyanobacteria in the stromatolite sample (6% of pEGTs), but _Prochlorococcus_-like species were predicted to be the dominant cyanobacteria in the coral reef sample (2% of pEGTs). At the rank of genus, a considerable number of pEGTs from the stromatolite sample was assigned to diverse genus of the cyanobacteria group: _Synechococcus_ (6%), _Nostoc_ (5%), _Crocosphaera_ (4%), _Anabaena_ (4%), _Gloeobacter_ (1%), _Synechocystis_ (2%), _Trichodesmium_ (2%), and _Prochlorococcus_ (0.7%). In contrast, for the coral reef sample _Prochlorococcus_ (2% of pEGTs), _Synechococcus_ (0.2% of pEGTs), and _Synechocystis_ (0.2% of pEGTs) were the only cyanobacteria with a considerable number of assigned pEGTs.

These findings reflected the environments where the samples were collected. Marine microbial communities have been reported as complex and diverse, with a high proportion of proteobacteria and a considerable number of cyanobacteria (_Prochlorococcus_ and _Synechococcus_) [30]. The stromatolites were formed by cyanobacteria [2]. However, compared to some earlier studies of stromatolites (e.g. [22]), the proportion of cyanobacteria predicted in the Rios Mesquites stromatolite was remarkably high. On the other hand, the high proportion of different halobacteria found in the solar saltern sample reflected the stress condition caused by high salt concentration, shaping the community composition of this habitat.
Figure 7: Taxonomic characterization of three environmental samples obtained by 454 pyrosequencing.
Table 1: Taxonomic characterization of three metagenomes obtained by 454 pyrosequencing. The sample size (number of reads), the number of EGTs identified in each sample, and the proportion of EGTs that were taxonomically assigned at the rank of superkingdom, phylum, class, order, and genus are shown.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Size</th>
<th>EGTs</th>
<th>Proportion of EGTs taxonomically assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Superkingdom</td>
</tr>
<tr>
<td>Coral reef</td>
<td>188.445</td>
<td>3.577</td>
<td>75%</td>
</tr>
<tr>
<td>Stromatolite</td>
<td>124.694</td>
<td>7.414</td>
<td>92%</td>
</tr>
<tr>
<td>Solar Saltern</td>
<td>582.681</td>
<td>55.605</td>
<td>92%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>86%</td>
</tr>
</tbody>
</table>

Table 2: Prokaryotic diversity ($H'$) and evenness ($J$) in three aquatic microbial samples at rank of phylum, class, order, and genus.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Phylum</th>
<th>Class</th>
<th>Order</th>
<th>Genus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H'$</td>
<td>$J$</td>
<td>$H'$</td>
<td>$J$</td>
</tr>
<tr>
<td>Coral reef</td>
<td>1.2</td>
<td>0.46</td>
<td>1.7</td>
<td>0.55</td>
</tr>
<tr>
<td>Stromatolite</td>
<td>1.1</td>
<td>0.42</td>
<td>1.16</td>
<td>0.37</td>
</tr>
<tr>
<td>Solar Saltern</td>
<td>0.8</td>
<td>0.31</td>
<td>1.0</td>
<td>0.32</td>
</tr>
</tbody>
</table>
Conclusion

A novel method was developed for predicting the taxonomic origins of short environmental DNA fragments. In the first phase, domain and protein family fragments (environmental gene tags, EGTs) are identified in the un-assembled reads of a sample using Pfam profile hidden Markov models. In the second phase, a phylogenetic tree (family tree) is reconstructed for each matching Pfam family. Environmental gene tags are classified based on their location in the respective family tree. With this strategy, families that are not suited to infer phylogenies, such as rapidly evolving families or families with members that are frequently inherited by horizontal gene transfer, are implicitly identified. Trees reconstructed from these families have ‘mixed subtrees’ with members from various different taxa. In this case, the contained EGTs are classified as ‘unknown taxa’.

The results shown in this study clearly demonstrate that short fragments of Pfam domain and protein families are well suited as phylogenetic markers for inferring the taxonomic affiliations of short environmental DNA fragments. In comparison to methods that rely on only a few marker genes, such as 16S rDNA or recA genes, the use of all Pfam families provides a deeper picture into the taxonomic composition of microbial samples. In this work, the comparative study of three aquatic microbial communities is an example on how the predicted taxa yield detailed insights into the species composition of environmental samples obtained by 454 pyrosequencing.
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