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We establish here the asymptotically optimal transmission rate of binary constant weight codes correcting localized errors and defects.

This work shows how the methods of [1] and of [2] can be combined to simultaneously extend the results of [1–3]. We assume that the reader is familiar with the definitions of codes correcting localized errors and of codes correcting defects (see, e.g., [1–4]).

We suppose that \( t \) errors can occur and \( l \) defects occur during the transmission of a binary code word of length \( n \) and weight \( w \), and that the encoder knows the subset of positions \( E \subseteq \{1, \ldots, n\}, |E| = t \), where errors are possible, and the subset of positions \( Z_0, Z_1 ; Z_0 \subseteq \{1, 2, \ldots, n\} \), \( Z = Z_0 \cup Z_1, Z_0 \cap Z_1 = \emptyset \), \( |Z| = l \), where defects are equal to 0 and 1, respectively. Furthermore we assume that \( E \cap Z = \emptyset \).

As usual in such problems the decoder knows the numbers \( t \) and \( l \) (the sizes of the subsets \( E \) and \( Z \)). But here, in contrast to the standard case of defects, we suppose that the decoder knows a little more: he also knows the number of positions where the defects are equal to 1, that is, the size of the subset \( Z_1 \). \( |Z_1| = s \), \( |Z_0| = l - s \).

Let \( \omega = \omega n, t = \tau n, l = \lambda n \), and let \( R(\omega, \tau, \lambda) \) be the asymptotically optimal transmission rate of a binary constant-weight-\( \omega \) code of length \( n \) correcting \( t \) localized errors and \( l \) defects, when the decoder also knows the number \( s \) of positions where the defects are equal to 1. We state our result.

**Theorem.** If \( \lambda + 2\tau > 1 \), then \( R(\omega, \tau, \lambda) = 0 \), and otherwise

\[
R(\omega, \tau, \lambda) = \begin{cases} 
(1 - \lambda) \left[ h \left( \frac{\omega + \tau - 1}{1 - \lambda} \right) - h \left( \frac{\tau}{1 - \lambda} \right) \right], & \text{if } 0 \leq \omega \leq \frac{1 - \lambda - 2\tau}{2} \\
(1 - \lambda) \left[ 1 - h \left( \frac{\tau}{1 - \lambda} \right) \right], & \text{if } \frac{1 - \lambda - 2\tau}{2} \leq \omega \leq \frac{1 - \lambda + 2\tau}{2} \\
(1 - \lambda) \left[ h \left( \frac{\omega + \lambda - \tau}{1 - \lambda} \right) - h \left( \frac{\tau}{1 - \lambda} \right) \right], & \text{if } \frac{1 - \lambda + 2\tau}{2} \leq \omega \leq 1,
\end{cases}
\]

(1)

where \( h(\gamma) = -\gamma \log_2 \gamma - (1 - \gamma) \log_2 (1 - \gamma) \).

**Proof.** It is easy to see that \( R(\omega, \tau, \lambda) = 0 \) if \( \lambda + 2\tau > 1 \) and that it does not exceed the right side of (1) (it is sufficient to consider the case where all defects concentrate in the first \( l \) positions and to use the lemma from [2] for the remaining \( n-l \) positions).

Now we estimate \( R(\omega, \tau, \lambda) \) from below and we begin with some notations and definitions. Let \( \mathcal{M} = \{m\} \) be the set of messages (\( |\mathcal{M}| = M \)), let \( E_1 = \{E\} \) be all possible subsets of positions where \( t \) errors can occur (\( |E_1| = c_1^n \)), and let \( Z_{1,s} = \{Z = (Z_0, Z_1)\} \) be all possible pairs of subsets of positions where \( l \) defects with \( s \) symbols 1 occur (\( |Z_{1,s}| = c_1^n c_1^n \)). Since the decoder knows the number \( s \) of positions where the defects are equal to 1, it is sufficient to construct a code correcting \( t \) localized errors and \( l \) defects with \( s \) unit symbols.

Since a code word \( x(m, E, \overline{Z}) \) depends on the message \( m \in \mathcal{M} \), the subset \( E \in E_1 \), and the pair \( \overline{Z} \in Z_{1,s} \), the list of code words \( X_m = \bigcup_{E \in E_1, \overline{Z} \in Z_{1,s}} \{x(m, E, \overline{Z})\} \) corresponds to the message \( m \) and the code \( E \in E_1, \overline{Z} \in Z_{1,s} \).

\( X \) represents a collection of \( M \) lists \( X_m \) \( (X = \{X_m : m \in \mathcal{M}\}) \).

We say that a word \( x = (x_1, \ldots, x_n) \) of weight \( \tau (w + s \geq \tau \geq w) \) is good for \( E \in E_1, \overline{Z} \in Z_{1,s} \) if it satisfies the following conditions:

\( \text{(a) } x_i = 0 \text{ if } i \in E \cup Z_0 \)

(b) \( w \) symbols 1 of the word \( z \) are outside of \( Z_1 \) 
(thus \( r - w \) symbols 1 of the word \( z \) are inside of \( Z_1 \)).

We denote by \( c(x, E, \overline{Z}) = (c_1, \ldots, c_n) \) the following word:

\[
c_i = \begin{cases} 
  j, & i \in Z_j, \ j = 0, 1 \\
  1, & i \in E \\
  x_i, & i \not\in Z \cup E.
\end{cases}
\]

Finally we say that a word \( a = (a_1, \ldots, a_n) \) covers a word \( b = (b_1, \ldots, b_n) \) if \( a_i \geq b_i, \ i = 1, 2, \ldots, n. \)

Now we shall prove the lemma below, which presents a nonstandard part of the proof of our theorem 
(for the first analogue see [4]). But before we do that, we would like to give a small heuristic explanation: 
for problems such as ours, the nearest code word decoding rule that usually accompanies a random choice of 
a code does not permit us to achieve the optimal transmission rate. However, if we can make the 
random choice of a code so that the number of possible concurrences of the transmitted messages during 
the decoding is not large, all of them are known to the encoder, and the number of code words fitting a 
triple \( (m, E, \overline{Z}) \) are large enough, then we can organize a correct transmission of messages using a special 
encoding and decoding.

**Lemma.** Let \( p \) and \( q \) be natural numbers, let the size \( M \) of the set of messages satisfy \( M \leq 2^n / C_n^t \), and 
let the constant-weight-\( r \) code \( X = \{X_m : m \in M \} \) satisfy the following conditions:

(a) any word of weight \( w + s + t \) covers at most \( q \) code words;

(b) any word belongs to at most \( p \) code lists;

(c) for any \( m \in M, \ E \in \mathcal{E}_1, \ \overline{Z} \in Z_1, \), there exists at least \( n2^p \) good words from \( X_m \) for \( E, \overline{Z} \).

Then the code \( X \) corrects \( t \) localized errors and \( l \) defects with \( s \) symbols 1.

**Proof.** First of all, the limitation \( M \leq 2^n / C_n^t \) is quite natural since the Hamming bound is right for a 
code correcting localized errors [2]. Let

\[
B = \{(m, z) : m \in M, \ x \in X_m \},
\]

\[
\overline{B}^2 = \{(m, z) \cup \{m', z'\} : (m, x) \in B, \ (m', x') \in B, \ m \neq m' \},
\]

and let \( \Phi = \{\varphi\} \) be the set of functions on \( \overline{B}^2 \) taking in every element \( \{(m, z) \cup \{m', z'\}\} \in \overline{B}^2 \) the value 
\( m \) or \( m' \). The number of these functions equals \( 2|\overline{B}^2| \). We shall call the function \( \varphi \in \Phi \) good for the code 
\( X \) if it satisfies the following condition:

for any \( m \in M, \ E \in \mathcal{E}_1, \ \overline{Z} \in Z_1, \), there exists a good code word 
\( x \in X_m \) for \( E, \overline{Z} \) with \( \varphi \{(m, x) \cup \{m', z'\}\} = m \). 
for all pairs \( (m', z') \), where \( z' \) is covered by the word \( c(z, E, \overline{Z}) \).

It is not difficult to see that the code \( X \) corrects \( t \) localized errors and \( l \) defects with \( s \) symbols 1 if there 
exists a good function for it (this good function gives the natural encoding and decoding).

Since the number of bad functions does not exceed

\[
M|\mathcal{E}_1||Z_1|((2^{pq-1} - 1)n2^{pq} \cdot 2|\overline{B}^2| + n2^{pq-1} - 1)^{n2^{pq}} \cdot 2^{pq} - 2^{pq-1} - 1) \leq 6^n e^{-2n2^p |\overline{B}^2|} < 2|\overline{B}^2|,
\]

a good function exists for the code \( X \). The proof is complete.

Here we would like to draw attention to the following fact: the weight of the code words in the lemma 
is equal to \( r \), and not to \( w \) as in the theorem. But for transmission we use only good words, and they have 
just \( w \) symbols 1 outside the positions \( E \cup \overline{Z} \) by the definition (2). Since nothing changes at the output of 
the channel if we transmit such words of weight \( w \) in place of the corresponding good words of weight \( r \), 
it remains only to show the existence of a code satisfying the conditions of the lemma, whose transmission 
rate is asymptotically equal to the right side of (1). 

This is proved by the standard method of a random choice, and we shall begin with the case when 
\( \omega \leq \frac{1-t}{2} \). We consider all possible ordered collections of \( M \) lists with \( N \) words (with repetitions) each
of weight \( r (w \leq r \leq w + s) \). The number of such collections is equal to \((C_r^n)^{MN}\). We shall say that a collection \( Y = \{Y_k : k = 1, \cdots, M\} \) is good if it satisfies the following conditions:

(a) any word of weight \( w + s + t \) covers at most \( q \) words in the collection;
(b) any word belongs to at most \( p \) lists in the collection;
(c) for any \( k \{k = 1, \cdots, M\}, E \in \mathcal{E}, \mathbb{Z} \in \mathcal{Z}_k \), there exists a word \( E_{k,\mathbb{Z}} \) which is good for \( E, \mathbb{Z} \) (recall the definition (2) of a good word for \( E, \mathbb{Z} \)).

We shall now estimate from above the number of bad collections. The number of collections that do not satisfy:

1. condition (3a) does not exceed
   \[ C_r^n C^{q+1}_r C^{p+1}_M (C_r^n)^{q+1} (C_r^n)^{MN-q-1} \]

2. condition (3b) does not exceed
   \[ C_r^n C^{q+1}_r (C_r^n)^{MN-p-1} \]

3. condition (3c) does not exceed
   \[ MC_r^n C^l \cdot C^l (C_r^n - C_{r-1}^n) C^{l-w}_r (C_r^n)^{MN-N} \]

It is not difficult to see that a good collection exists when

\[ q = n^k, \ p = n^k, \ r = \frac{w + s + t}{w + t} + w, \ N = \frac{n^2 C^r_n}{C_n^w - C_{n-w}^w} \]

and

\[ M = \frac{C^n_{n-1}^{q+1}}{n^2 C^n_{n-1}^{l+1}} = 2^{-(1-\lambda)(l-n^2)} n^{1-n} \]

Now, using a good collection for \( M \) messages, we shall easily construct the code satisfying the conditions of the lemma for \( M/n2^{pn} \) messages: it is sufficient to partition \( M \) messages into \( M/n2^{pn} \) groups of \( n2^{pn} \) messages each and, accordingly, to join different good words of corresponding \( n2^{pn} \) lists in one code list. By (4) the theorem is proved when \( \omega \leq 1 - \lambda - 2p \).

In the interval \( 1 - \lambda - 2p \leq \omega \leq \frac{1}{2} \) the right side of (1) does not depend on the weight \( w \). Thus, using the code from the lemma for the weight \( \frac{n-l-2t}{2} \) we can construct a code with the same transmission rate for any weight \( w, \frac{n-l-2t}{2} \leq w \leq \frac{n}{2} \), by adding the corresponding number of symbols 1 in the positions from \( E \) (code words of the lemma have 0 on these positions).

When \( w \geq \frac{n}{2} \), it is enough to construct a code for the weight \( n - w \) and afterwards to invert its words. The proof of the theorem is complete.
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