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Results are presented on the difference in $R$, the ratio of longitudinally to transversely polarised virtual photon absorption cross sections, for the deuteron and the proton. They are obtained by comparing the ratio of cross sections for the deep inelastic scattering of muons from deuterium and hydrogen targets at 90 and 280 GeV incident energy. The results cover the range $x=0.01-0.30$, at an average $Q^2$ of 9 GeV$^2$. The measured difference $R_d - R_p$ shows no significant $x$ dependence and is compatible with zero, as well as with expectations from perturbative QCD. We use the same method to obtain the difference $R_{Ca} - R_C$ from cross section ratios measured on carbon and calcium targets at 90 and 200 GeV incident energy.

1. Introduction

In a recent article, we presented the ratio of structure functions of the neutron and proton, $F_2(x, Q^2)/F_2^p(x, Q^2)$, obtained from a measurement on hydrogen and deuterium targets simultaneously exposed to the CERN muon beam [1]. This high statistics result was obtained at two settings of the mean incident muon energy, 90 and 280 GeV, and is characterised by low systematic errors, due to the target arrangement used. The structure function ratio $F_2^d/F_2^p$ was derived from the cross section ratio $\sigma_d/\sigma_p$ under the hypothesis that $R$, the ratio of longitudinally to transversely polarised virtual photon absorption cross sections, is the same for the deuteron and the proton. In the present letter we use the same data to check this hypothesis and to measure the difference $R_d - R_p$ by comparing the cross section ratios measured at the two incident muon energies. This method is also applied to the ratio of structure functions measured on calcium and carbon targets at 90 and 200 GeV [2] to obtain the difference $R_{Ca} - R_C$.

The NM Collaboration target set-up was designed for the determination of cross section ratios with minimal systematic errors. Since such ratios are much more sensitive to $\Delta R$ — the difference in $R$ between the two target materials — than to the individual values of $R$ for each material, these data sets are especially well suited for a measurement of $\Delta R$. The description of the complementary target set-up and all other experimental details of the measurements can be found in refs. [1,2].

Previously, values of $R_d - R_p$ were obtained from a reanalysis of older SLAC data [3] and from measurements of $R_d$ and $R_p$ by the BCDMS Collaboration [4]. In both experiments, the hydrogen and deuterium targets were not exposed simultaneously to the beam in contrast to the conditions of the present experiment. Experimental results on $R_d - R_p$ can be compared to perturbative QCD computations [5], that predict the difference $\Delta R$ to be much smaller than $R$ if similar gluon distributions in the proton and deuteron are assumed. Thus, large values for $\Delta R$ would give an indication either of a difference in the gluon distribution of the deuteron and the proton, or of different higher-twist contributions to $R_d$ and $R_p$. The same conclusion holds for any pair of target nuclei.
2. Principle of the measurement

In the one-photon exchange approximation, the cross section per nucleon for the deep inelastic scattering of muons off a target nucleus A is related to the structure function per nucleon $F_A$ and to $R_A$ through the relation

\[ \frac{d^2\sigma^A}{dx dQ^2} = \frac{4\pi\alpha^2 F_A^2(x, Q^2)}{Q^4x} \times \left( 1 - y - \frac{Q^2}{4E^2} + \frac{y^2 + Q^2/E^2}{2[1 + R_A(x, Q^2)^2]} \right), \tag{1} \]

where $E$ is the incoming muon energy, $-Q^2$ the square of the four-momentum transfer, $x = Q^2/2M\nu$ the Bjorken scaling variable, $\nu$ the energy transfer, $y = \nu/E$ and $M$ the proton mass. To obtain this cross section, the measured total cross section has to be corrected for higher-order QED effects, as discussed for example in ref. [1].

Let the one-photon exchange cross section of eq. (1) be given for different data sets, and let $E_i$ be the mean incident muon energy for the $i$th data set. From eq. (1) it then follows that, for any pair of target nuclei A and B, the cross section ratio $\sigma^B/\sigma^A$ for the $i$th data set at a given $(x, Q^2)$ is a function of three quantities, the structure function ratio $F_B^2/F_A^2$, $R_A$ and $R_B$, through

\[ \frac{\sigma^B(E_i)}{\sigma^A(E_i)} = \frac{F_B^2}{F_A^2} \frac{1 + R_A}{1 + R_B} \frac{1 + z_iR_B}{1 + z_iR_A}. \tag{2} \]

In eq. (2), the $x$ and $Q^2$ dependences have been omitted for clarity. The dependence of the cross section ratio on $E_i$ appears only through the kinematic coefficients $z_i$,

\[ z_i = \frac{1}{1 + \frac{1}{2}(y_i^2 + Q^2/E_i^2)/\left(1 - y_i - Q^2/4E_i^2\right)}, \tag{3} \]

where $y_i = \nu/E_i$. The $z_i$ coefficients are always smaller than unity, and mostly a function of $y_i$ only.

If $R_B$ and $R_A$ are equal, the cross section ratio in eq. (2) does not depend on $R$. Expanding eq. (2) to first order in $\Delta R = R_B - R_A$, one obtains

\[ \frac{\sigma^B(E_i)}{\sigma^A(E_i)} = \frac{F_B^2}{F_A^2} \left( 1 - \frac{1 - z_i}{(1 + R)(1 + z_iR)} \Delta R + \ldots \right), \tag{4} \]

where $R = \frac{1}{2}(R_A + R_B)$. The dependence of the cross section ratio on $E_i$ is weak: for an arbitrary value $\Delta R = 0.02$ the variation of this ratio with $E_i$ does not exceed one percent for the present experiment. This shows the importance of a measurement with small systematic and statistical errors. As can be from eq. (4), such a variation is more pronounced for values of $(x, Q^2)$ where the difference in $z_i$ coefficients is large. If one of the $z_i$'s is close to zero (i.e. $y_i$ is large), the variation is largest. This variations is also much more sensitive to $\Delta R$ than to the value of $R$.

In the present analysis, data from only two incident muon energies are available. Consequently one cannot measure, in any single $(x, Q^2)$ cell, the three quantities $F_B^2/F_A^2$, $R_A$ and $R_B$. In this cell, one can however derive a constraint on $\Delta R$ and $R$ that is independent of the structure function ratio, simply by computing the ratio of the cross section ratios from the two data sets. This constraint is visualized in fig. 1 for the case of the proton and the deuteron for one of the $(x, Q^2)$ cells where the cross section ratio is most sensitive to $\Delta R$. In this figure, the solid line is the constraint in the ($\Delta R$, $\bar{R}$) plane and the dashed lines represent the one standard deviation statistical error on this constraint. Fig. 1 illustrates the different sensitivity of the measured cross section ratios to $\Delta R$ and $\bar{R}$ in a single $(x, Q^2)$ cell: given only a rough estimate of $\bar{R}$, one can measure $\Delta R$ in this cell.

![Fig. 1. Constraint obtained in the ($\Delta R$, $\bar{R}$) plane at $x=0.03$ and $Q^2=4.5$ GeV$^2$ for $\Delta R = R_B - R_A$. The solid line visualises the constraint and the dashed lines represent the one standard deviation statistical error on this constraint. This kinematic point, corresponding to $z_1=0.20$ and $z_2=0.94$, is one of the most sensitive to $\Delta R$ in our data.](image-url)
The method so far discussed, whilst independent of the structure function ratio, does not make full use of the measured data, in particular of the cells where only one cross section ratio is available. The data in these cells can be used to constrain the structure function ratio, which depends only weakly on $Q^2$, thus improving the measurement of $\Delta R$ from other cells. For this reason, we choose to determine, in each $x$-bin separately, a $Q^2$-averaged value of $\Delta R$ in the following way. For all $(x, Q^2)$ cells in a given $x$-bin, we fit to the measured cross section ratios a parametrisation according to eq. (2), with five free parameters: the mean value of $\Delta R$ and of $R$ in this $x$-bin, and a 3 parameter function describing the $Q^2$ dependence of the structure function ratio in this $x$-bin $F_2^P/F_2^A = (a_1 + a_2 \ln Q^2) (1 + a_3/Q^2)$. It can be seen – see e.g. ref. [1] – that this form gives a good description of the small $Q^2$ dependence of the ratio in any $x$-bin. Because the accuracy with which $\Delta R$ is determined depends slightly on the value of $R$ (see fig. 1), we also include in these fits results of previous measurements of $R$ [6,4], obtained in $(x, Q^2)$ domains comparable to that of the present measurement, to loosely constrain the central value of $R$. In order to obtain a conservative estimate of the uncertainty on $\Delta R$, we have artificially enlarged in the fits the errors on these other measurements by a factor two; we have checked that using larger error scaling factors leads to very similar results.

### 3. Results for the deuteron and the proton

The results of the fits are shown in fig. 2 in the $x$-range from 0.01 to 0.30 for the data taken with hydrogen and deuterium targets. In the analysis, data at lower $x$ were excluded because there exists no overlap in $Q^2$ between the two data sets. Data at larger $x$ were not included because of their low sensitivity to $\Delta R$. In fig. 2, in each $x$-bin, the two solid lines represent the fitted cross section ratio, which depends on the energy $E_i$ through eqs. (2) and (3). In the same figure, the dotted lines represent the (energy-independent) structure function ratio $F_2^P/F_2^A$ resulting from the same fit; these are shown to indicate the actual effect of a non-zero value of $\Delta R$. The fits describe well the data in all $x$-bins, with a total $\chi^2$/d.o.f. = 143.1/128.

The sources of systematic uncertainty on $\Delta R$ considered here (vertex smearing, normalisation, radiative corrections and momentum calibration) are further described in ref. [1]. For each individual source separately, the contribution to the uncertainty on $\Delta R$ was computed by modifying the measured cross section ratios by their estimated systematic errors and repeating the fits. All contributions were then added in quadrature to obtain the total systematic error on $\Delta R$. The dominant source of error is the uncertainty on the correction for vertex smearing; the uncertainty on radiative corrections is also important at small $x$. It was checked that imposing $Q^2$ cuts up to 1 GeV$^2$ on the data did not change the results.

The values and errors of $\Delta R$ are shown in fig. 3a and listed in table 1. Because of the rather low systematic errors, the present measurement is limited by the statistical accuracy of the data. No significant $x$-dependence of $\Delta R$ is observed. Averaging the measurements over $x$, one obtains $\Delta R = R^d - R^p = 0.031 \pm 0.016$ (stat.) $\pm 0.011$ (syst.), at a mean $Q^2$ of 9 GeV$^2$. This result is compatible with zero.

Also shown in fig. 3 are the results on $\Delta R$ at higher $x$ ($x \geq 0.10$) obtained from a recent reanalysis of the SLAC data [3] and from the measurements of $R$ by the BCDMS experiment [4]. Both results were obtained from non-simultaneous measurements on hydrogen and deuterium. The agreement is good in both cases and the precision of the SLAC result is comparable to that of the present one. The SLAC and

<table>
<thead>
<tr>
<th>$x$ (Q$^2_a$) (GeV$^2$)</th>
<th>$Q^2_a$ (GeV$^2$)</th>
<th>$R^d - R^p$</th>
<th>Stat. error</th>
<th>Syst. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.015</td>
<td>2.6</td>
<td>3.9</td>
<td>0.016</td>
<td>0.028</td>
</tr>
<tr>
<td>0.030</td>
<td>4.2</td>
<td>8.2</td>
<td>0.034</td>
<td>0.028</td>
</tr>
<tr>
<td>0.050</td>
<td>5.9</td>
<td>12.0</td>
<td>0.013</td>
<td>0.047</td>
</tr>
<tr>
<td>0.080</td>
<td>7.7</td>
<td>22.0</td>
<td>0.001</td>
<td>0.050</td>
</tr>
<tr>
<td>0.125</td>
<td>10.0</td>
<td>29.5</td>
<td>0.139</td>
<td>0.075</td>
</tr>
<tr>
<td>0.175</td>
<td>12.3</td>
<td>41.0</td>
<td>0.070</td>
<td>0.093</td>
</tr>
<tr>
<td>0.250</td>
<td>15.2</td>
<td>66.0</td>
<td>0.097</td>
<td>0.082</td>
</tr>
</tbody>
</table>
Fig. 2. The measured cross section ratios $\sigma^d/\sigma^p$ as a function of $Q^2$, together with the fits described in the text, for seven bins of $x$ between 0.01 and 0.30. The full (open) symbols correspond to the 90 (280) GeV data. The errors shown are statistical only. In each $x$-bin, the two solid lines are the result of the fit. To display the effect of $\Delta R$ on the cross section ratios, the structure function ratio resulting from the same fit is also shown, as a dotted line.

BCDMS data correspond to mean $Q^2$ values of about 5 and 35 GeV$^2$, respectively.

According to perturbative QCD, the $x$ and $Q^2$ dependence of $R$ is related [5] to that of $F_2$ and of $xG$, the gluon momentum distribution in the nucleon, through

$$R(x, Q^2) = \frac{F_L(x, Q^2) + (4M^2x^2/Q^2)F_2(x, Q^2)}{F_2(x, Q^2) - F_L(x, Q^2)},$$

with

$$F_L(x, Q^2) = \frac{\alpha_s(Q^2)}{2\pi} x^2 \int_x^1 \frac{dw}{w^3} \left[ \frac{1}{3} F_2(w, Q^2) + \frac{4}{3}(1-x/w)wG(w, Q^2) \right].$$

From eqs. (5) and (6), one can compute the difference $\Delta R$ once $F_2$ and $xG$ are given. In evaluating $F_L$, we use the $x$-dependence of $F_2$ for the proton and the deuteron, including our recent measurement at low $x$ [7], and the gluon distribution obtained from a QCD fit to our data [8]. We obtain a difference $\Delta R$ much
Fig. 3. The measured values of $R_d - R_p$ as a function of $x$. (a) Results from the present analysis. The error bars correspond to statistical and systematic errors added in quadrature. The systematic errors are much smaller than the statistical ones. Also shown are the results from a reanalysis of SLAC electron scattering data [3]. The solid line is the QCD prediction discussed in the text. The dashed line corresponds to the QCD prediction with the gluon distribution in the deuteron taken to be 10% larger than that of the proton. (b) The present result compared to that of the BCDMS Collaboration [4].

smaller than $R$, assuming identical gluon distributions in the deuteron and the proton. This QCD prediction for $\Delta R$ is shown in fig. 3a as the solid line; it is in good agreement with our results. If the gluon distributions in the proton and the deuteron are different, eq. (6) leads to predictions for $\Delta R$ that can be much larger at low $x$. As an example, the dashed line in fig. 3a corresponds to the case of gluon distributions in the proton and the deuteron that differ by 10%. Such a difference is close to the uncertainty in the gluon distribution [8]. At the lowest $x$ (0.015), such a large value of $\Delta R$ is not favoured by the present analysis. This indicates that the gluon distributions in the proton and the deuteron do not differ at low $x$ by more than 10%. A similar conclusion was reached in the comparison of $J/\psi$ production cross sections on hydrogen and deuterium [9].

4. Results for calcium and carbon

Using the same method, we also determined $R_{ca} - R_{c}$ from cross section ratios measured on calcium and carbon targets at 90 and 200 GeV mean incident muon energy [2]. The cross section ratio $\sigma_{ca}/\sigma_{c}$ at 90 GeV was obtained from a simultaneous measurement with a complementary target set-up. In contrast, the cross section ratio at 200 GeV was obtained as the ratio of $\sigma_{ca}/\sigma_{D}$ and $\sigma_{c}/\sigma_{D}$, where each of these ratios was obtained from a simultaneous measurement with a complementary target set-up. Because the data sets at 90 and 200 GeV were taken under different experimental conditions, the relative normalisation uncertainty is larger for this measurement than for that of $R_d - R_p$.

The values of $R_{ca} - R_{c}$ resulting from the fits are shown in fig. 4 and listed in table 2. They cover the range $0.007 < x < 0.20$. Also here the $x$-range was restricted by the requirement that both data sets overlap in $Q^2$ and be sufficiently sensitive to $\Delta R$. The fits describe the data fairly well in all $x$-bins, with a total $\chi^2$/d.o.f. = 304/189. The largest source of systematic error in this measurement is by far the uncertainty on the relative normalisation of the 90 and 200 GeV data sets, which amounts to 0.65%. Since no significant $x$-dependence of $\Delta R$ is observed, we averaged the measurements over $x$ and obtained

$$\Delta R = R_{ca} - R_{c}$$

$$= 0.027 \pm 0.026 \text{(stat.)} \pm 0.020 \text{(syst.)},$$

at a mean $Q^2$ of 4 GeV$^2$, a result compatible with zero.

Also shown in fig. 4 is the value of $R_{au} - R_{Fe}$ deduced from the measurements of $R_{au} - R_{D}$ and $R_{Fe} - R_{D}$ in the E140 experiment at SLAC [10], ob-
Fig. 4. The measured values of $R^{C_A} - R^C$ as a function of $x$. The error bars correspond to statistical and systematic errors added in quadrature. Also shown is a value of $R^{Au} - R^{Fe}$ deduced from the results of the E140 experiment [10].

Table 2
Same as table 1, for the values of $R^{C_A} - R^C$. The systematic error corresponds to the normalisation uncertainty only.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\langle Q^2 \rangle_x$ (GeV$^2$)</th>
<th>$\langle Q^2 \rangle_R$ (GeV$^2$)</th>
<th>$R^{C_A} - R^C$</th>
<th>Stat. error</th>
<th>Syst. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0085</td>
<td>0.9</td>
<td>1.0</td>
<td>0.080</td>
<td>0.108</td>
<td>0.024</td>
</tr>
<tr>
<td>0.015</td>
<td>1.4</td>
<td>1.8</td>
<td>-0.004</td>
<td>0.056</td>
<td>0.020</td>
</tr>
<tr>
<td>0.030</td>
<td>2.1</td>
<td>3.6</td>
<td>0.019</td>
<td>0.044</td>
<td>0.020</td>
</tr>
<tr>
<td>0.050</td>
<td>2.6</td>
<td>6.0</td>
<td>0.080</td>
<td>0.065</td>
<td>0.020</td>
</tr>
<tr>
<td>0.080</td>
<td>3.3</td>
<td>9.0</td>
<td>0.029</td>
<td>0.080</td>
<td>0.023</td>
</tr>
<tr>
<td>0.150</td>
<td>5.3</td>
<td>15.</td>
<td>0.009</td>
<td>0.089</td>
<td>0.025</td>
</tr>
</tbody>
</table>

5. Summary

We have presented a determination of $R^d - R^p$, obtained from a simultaneous measurement of the deep inelastic cross sections on hydrogen and deuterium targets. This is the first measurement of such a quantity at $x < 0.10$, where the individual values of $R$ for hydrogen and deuterium are expected to be large. The results show no $x$-dependence and are compatible with zero, as well as with the predictions of perturbative QCD, within rather small errors. This can be considered as evidence for the similarity of the gluon distributions in the proton and the deuteron. In addition, we have determined $R^{C_A} - R^C$, which we also find to be compatible with zero.
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